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We developed an open-source training framework to practice conversation skills in a controlled and immersive virtual reality
(VR) environment. Virtual characters with different biographies were developed with which a conversation using natural
language is possible. The virtual characters integrate a dialog management system (ChatScript) to provide different bio-
graphical memories. Natural language processing for the German language is integrated by using Kaldi, an open-source
speech recognition toolkit. As the framework allows for interchangeable content there are many different possible application
cases to apply within the criminal justice system. The VR frameworks code is available under an open-source license. In this
article, an overview of the framework’s functionality is given as well as an outlook on possible areas of application.
Statements about user acceptance and usability cannot yet be made, as relevant data have first to be gathered through a con-
crete application case.
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he main advantage of virtual reality (VR) technology is the ability to create immersive

virtual environments that feel authentic and plausible to the user. The concept of immer-
sion describes the amount and quality of sensory stimulation a virtual environment can
create (Bohil et al., 2011). It is thus not a psychological state, but a description of a VR
system’s properties. VR systems can create immersion by presenting specific stimuli, which
are difficult to discriminate from real, nonvirtual stimuli (Ryan et al., 2019). This can, for
example, be done by a combination of realistic visual environments, acoustic settings, and
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head tracking, where the scenery is moving along with the rotation of the user’s head. The
degree of immersion can be manipulated by either adding (or removing) visual or acoustic
stimuli or by increasing (or decreasing) the fidelity of the presented stimuli, by using a
higher resolution head-mounted display (HMD). The ability to create immersive virtual
environments is a valuable addition to common psychological and psychiatric research
methods, assessment tools, and treatment possibilities in the forensic psychiatric field
(Barbe et al., 2020; Sygel & Wallinius, 2021).

But VR applications and environments are not limited to a mere visual presentation of
certain stimuli and situations, which participants can only experience passively as it has
been done successfully in virtual reality exposure therapy (VRET; for an overview see
Emmelkamp & Meyerbroker, 2021). They can also be interactive and used as training tools.
A recent meta-analysis compared different forms of extended reality (XR)-based train-
ings—which VR is a part of—with traditional trainings (Kaplan et al., 2020). As XR-based
training methods were found to be as effective as traditional techniques considering the
training outcome, the authors suggest that XR-based training applications have promising
potential, especially in areas, where traditional trainings are difficult to establish.

One area, which could utilize these advantages and the potential is the field of forensic
psychiatry, which comes with the inherent demand for simulating high-risk social scenar-
ios, for example, assessing the risk of violent offenders, as well as situations, which would
raise ethical issues in real life, such as exposing sexual offenders to potential victims (for an
overview on current VR tools utilizing this feature see Sygel & Wallinius, 2021). In con-
junction with the high ecological validity due to the similarity to real-life situations, VR
applications could therefore serve as a standardized training and therapy tool for forensic
inpatients and offenders, which can be applied without endangering others (Fromberger
et al., 2018). Fromberger et al. (2014) also implicated a possible implementation of
VR-training tools for the education of forensic staff. One exemplary suggestion by
Fromberger was the practice of professional handling and treatment of aggressive (forensic)
inpatients, as VR provides the opportunity to train in a safe virtual environment.

Another important domain where interactive VR training applications can be utilized in
the criminal justice system is the training of interpersonal communication skills as com-
munication or interviewing skills are essential skillset in many different professions. Be it
in examining witnesses in police investigations, taking the medical history of a patient,
working as a psychotherapist with (mentally ill) offenders, or creating a forensic report. To
the best of our knowledge, VR training tools to practice conversations in the context of the
criminal justice system have not been established yet. Nevertheless, there have been some
experiences with non-VR interview trainings in medical and psychiatric contexts.

Practicing interviewing skills in medical or psychological clinical education is com-
monly conducted with so-called human standardized patients (HSP), which have been used
since the 1960s (Talbot et al., 2012). HSPs are trained actors who can portray different types
of individual respondents (patients, witnesses, etc.) consistently throughout multiple inter-
views to simulate real-life interview situations. Studies showed that those trainings become
particularly effective when students were given immediate feedback by a supervisor (Lamb
et al., 2010). One important limitation of HSPs is that they are mostly limited to healthy
appearing adults in their portrayal so interviewing children, elderly people, or person with
impairments is hardly possible (Talbot & Rizzo, 2019).
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Contemporary training designs aim to recreate such interview situations realistically with
so-called virtual standardized patients (VSP), allowing trainees to practice their questioning
technique and communication skills repeatedly with the help of virtual characters and ava-
tars.! The benefit of such approaches is flexibility and cost-effectiveness (Wang et al., 2016),
as implementation and training become independent of professional actors. Studies that
compared human-avatar with human—human conversation showed that the general conversa-
tion techniques do not differ significantly implying a transferability of possible training gains
to real-life situations (Heyselaar et al., 2017). An exemplary implementation of Maicher
etal. (2017) combined a two-dimensional representation of a VSP on a computer screen with
a chatbot-based dialog management system to help medical students to practice initial medi-
cal interviews. Participants could ask their question either using natural language or typed-in
text. Their task was to gather a correct medical history using appropriate questions. In their
study, 76.9 % of the 141 participating students correctly diagnosed the presented case. The
authors concluded that the inclusion of a chatbot-based dialog management system was
highly suitable to create VSP with realistic and adequate response behavior.

Building upon the VSP research as a training tool for medical staff, we introduce an
open-source training framework for the criminal justice system. The framework not only
utilizes chatbot technology to create realistic conversation experiences, but it also adds the
ability to conduct conversations in a virtual immersive environment. In comparison to two-
dimensional applications (e.g., Maicher et al., 2017), there are several advantages to high
immersive virtual conversation scenarios. They raise the ecological validity by immersing
the trainee in the virtual situation while also giving investigators more control over distrac-
tions during the training (Parsons & Rizzo, 2019). Finally, it is much easier to change the
environmental context of a conversation (e.g., interviewing room, prison, courtroom) by
adjusting the virtual setup (Bordnick & Washburn, 2019). Most importantly for applications
within the criminal justice system and the work with forensic inpatients or offenders,
VR-based training frameworks allow to train skills in a safe environment without endanger-
ing others in the case of mistakes by the trainee (Fromberger et al., 2014).

In the following, a technical overview of the framework’s logic and functionality is given
by focusing on the description of the used software and possible cases of application. In
summary, the framework allows practicing multiple conversations with virtual characters in
a virtual environment using natural language. Conversations are being automatically ana-
lyzed based on desirable or undesirable techniques so that trainees can get immediate and
standardized feedback after each interview. The virtual characters and the environment are
interchangeable, allowing for implementation in different contexts of the criminal justice
system.

VR-TRAINING FRAMEWORK

The development of the VR-training framework consequently follows the open-source
approach, avoiding the usage of proprietary software. Thus, all software components either
already use an open-source license or are written by the authors and are published under an
open source license. The framework’s code is available on GitLab (hosting platform for soft-
ware development) under the GNU General Public License 3 (“GPL v3”) and can be down-
loaded using the following link: https://gitlab.gwdg.de/barbe/vr _conversation_training.
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DESIGN

The VR-training framework consists of five main components: (a) a web server that
functions as a data storage, serves the web frontend, is used as a data management tool, and
provides web-based questionnaires and training feedback to trainees immediately after fin-
ishing a training trial; (b) an operator application used to organize the experiment to collect
operator input and to manage the data transfer to the server; (3) a conversation engine
(“CE”) that enables conversation using natural language between trainee and virtual char-
acters; (4) a virtual environment, where trainees interact with virtual characters; and (5) a
speech-to-text framework, to allow freely spoken questions.

WEB SERVER

To simplify data management, a Linux-based server (Ubuntu, https://releases.ubuntu.
com) is used as the central server facilitating data management, running a web framework,
and allowing for the parallel usage of multiple training setups. The server consists of three
main parts: a web framework (Django; https://www.djangoproject.com/), a web API
(Django REST Framework, DRF; https://www.django-rest-framework.org/) and a database
(SQLite; https://www.sqlite.org). The high-level Python web framework Django is the basis
for the operator frontend and provides the backend for data management. The DRF allows
the usage of the database via web APIs.

The training management frontend’s user interface (Ul) was designed with Bootstrap
(https://getbootstrap.com/docs/4.0/getting-started/introduction/). It is used to carry out dif-
ferent tasks related to the training simulation: (a) creation of a new trainee, (b) vignette? and
questionnaire presentation, (¢) visualization of individualized feedback, and (d) data export
in a ready-to-use format for statistical programs. The main advantages of the web-based
training management frontend are the capability to provide web-based questionnaires and
automatized individual training feedback that is accessible via browser by any computer
connected to the same local network.

The integrated feedback system automatically generates individual feedback for each
training trial. It is written in Python allowing us to easily adapt the algorithm for different
cases of application. Currently, the integrated feedback system can show the proportion as
well as examples of predefined good and bad snippets of transcribed speech that occurred
during the last virtual conversation. Furthermore, it can provide hints to avoid pitfalls in the
next conversation. The feedback is balanced over multiple conversations by a progressive
analysis of already given individual feedback to lower the number of repetitive snippets or
hints. Furthermore, it can be specified at which timepoint a questionnaire has to be filled out
or when additional information should be provided to the user. Currently, two time points
(before or after the VR training) are implemented.

Django provides a built-in authentication and permission system based on different user
roles and groups. This makes it possible to define different user roles with individual per-
missions to minimize the risk of accidental data manipulations. The following groups are
defined: (a) administrators, who have the permission to export data, (b) training operators,
who are allowed to create new trainees and training feedback, and (c) trainees, who are only
allowed to enter questionnaires and view the training feedback. The structure of the rela-
tional database has been developed to ensure data integrity and to prevent the creation of
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Figure 1: Information Flow of VR-Training Framework

Note. Operator application is responsible for the message transfer between the conversation engine and the
virtual environment. Using the application, operators can add additional information to the question transcript and
broadcast both (information + transcript) back to the conversation engine. VR = virtual reality.

duplicates or overwriting already created data. Django provides all the necessary tools to
manage the relational database out of the box.

OPERATOR APPLICATION

The operator application was written in node.js (Node.js; https://nodejs.org) using
JavaScript, ran using the open source framework Electron (OpenJS Foundation, Electron;
https://www.electronjs.org), and communicates with the database via web API as described
above. Each VR training is started using the operator application. Within this application,
the operator configures the training setup (e.g., which user performs the training, which
virtual character is used etc.). To achieve this, the application makes a request to the web
server, showing the (remaining) possible options for each subject and thus ensuring data
integrity. After the conversation is started, the application functions as a control center
between the conversation engine, the virtual environment, and the database. See Figure 1
for a schematic depiction of information flow.

Accordingly, an exemplary trial looks as follows: after a trainee asks a question, it is first
being transcribed by the speech-to-text module. The operator application then receives the
transcribed question in text form. At this stage, it is possible to allow the operator to apply
additional information for the conversation engine. This is realized by a pop-up window that
opens when the operator application receives a new transcript. The operator can then either
add details about the transcripts content or about the appropriate virtual character’s response
behavior, for example, aggressive or sad behavior. If there is no need for additional informa-
tion, transcripts can also be sent directly to the conversation engine. The conversation engine
analyzes the question (and operator information if provided), finds the appropriate answer,
and sends it back as a text to the operator app. The question-answer-combination—as well as
additional variables that are calculated inside the conversation engine—is then sent to the web
server and displayed inside the operator application in the form of a written chat record, allow-
ing the operator to keep track of the development of the conversation over the course of the
experiment. The operator application also saves the question-answer-combination in the data-
base and sends the answer to the virtual environment, which presents the answer to the trainee
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in spoken form. Conversations can be stopped either manually by the operator or automati-
cally according to a pre-set time limit. In both cases, the operator application sends an end
message to the virtual environment to stop the simulation.

CONVERSATION ENGINE

The text-based dialog management system ChatScript (Wilcox & Wilcox, 2013) was
used to analyze the transcribed question. It enables the training framework to produce ade-
quate answers based on a predefined virtual character’s biography given the conversation’s
context. ChatScript was already successfully applied in a similar role in training studies for
medical students with virtual standardized patients (Maicher et al., 2017, 2019). The studies
showed that the ChatScript-based patients produced a high rate of adequate answers to the
students’ questions and thus made it possible to simulate realistic response behavior. The
rate of appropriate answers is an important factor in such interactive training designs as
frequent inappropriate answers can quickly elicit a sense of unrealistic response behavior
(Johnsen et al., 2005).

ChatScript has extensive pattern-matching capabilities to analyze given input which
allows one to break down the intent of a question or statement in a few characteristic key-
word patterns. In consequence, multiple different questions or statement variations, with the
same intent, can be summarized allowing adequate responses to a wide range of different
statements. ChatScript allows structuring the virtual characters’ knowledge in so-called top-
ics. These are collections of the aforementioned patterns that involve a certain common
theme, like hobbies or friends. Topics are divided by characteristic keywords. That way
responses keep track of context and thus, the conversation can switch to another topic, if a
certain keyword is used or all answers inside a topic are already elicited. The conversation
engine furthermore keeps track of the conversation course and determines adequate emo-
tional reactions and response behavior of the virtual character considering the context. This
is possible by the implementation of variables and functions, similar to other common pro-
gramming languages. Variables are utilized to perform two different tasks. The first is to
supply descriptive information about the current state of the conversation for each trial. The
second task is to establish a degree of self-awareness for the virtual character, for example,
count the number of times a specific type of question has been asked. If a certain condition
is met (e.g., the subject surpassed a number of specific question types) the virtual character
can react with appropriate predefined behavior. The necessary behavior is added to the
descriptive information as a variable and thus available for the virtual environment.

VIRTUAL ENVIRONMENT

The virtual environment was set up in Unity (Unity Technologies, Unity3D, https://unity.
com). Unity is a game engine supporting a range of different VR hardware. Its usage is free
for nonprofit purposes. It provides a WYSIWYG (“What you see is what you get”)-Editor
for 3D environments, and more complex functions can be added using the C# programming
language. The training framework comes with a number of different emotional expressions
that can be applied to human character models to provide realistic communication behavior
of the virtual characters. The emotional expressions were captured using motion-capturing
techniques and could be distinguished by different body postures. The set consists of five
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different emotional expressions: (a) neutral, (b) sad, (c) serious, (d) disappointed, and (e)
relieved. The emotional expressions are organized using an animation controller. The con-
troller receives the relevant emotional expression information from the conversation
engine’s recent answer. If there is a change of emotion, the controller cross-fades the anima-
tion using a flowing transition over the previous one. As long as no such information is
received, the current animation will repeat in a loop.

The virtual characters spoken answers were implemented using Google Cloud text-to-
speech (https://cloud.google.com/text-to-speech). For this purpose, the German WaveNet
voice types were used and different sounding virtual characters were achieved by manipu-
lating pitch and speed of speech. The sound files are managed inside the Unity project as
well: Whenever Unity receives the information about the text-based answer from the con-
versation engine, Unity finds the corresponding audio file and plays it over the HMD’s
headphones. The advantage of using artificially generated spoken answers is that they
bypass the ethical problem of recording real children talking about sensitive topics like
sexual abuse or physical violence. In addition, it is a highly efficient way of generating the
large body of spoken answers necessary to create the illusion of natural conversation.

Before the subject’s question can be transcribed in the speech-to-text module, it has to be
recorded first. This was solved by using the HMD’s controller and microphone. Whenever
the user pulls the controllers’ trigger, the sound is being recorded over the microphone.
After the subject releases the trigger, the audio recording is stopped, a WAV file is created,
and sent to the speech-to-text module for transcription. To practice the timing of this solu-
tion, we implemented a tutorial to teach users to start speaking after the trigger pull and to
stop speaking before the trigger release. Generating a correct recording is essential for a
clean transcription and further analysis inside the conversation engine.

SPEECH-TO-TEXT

To transcribe the recorded audio file into text form to be analyzed by the conversation
engine we implemented a speech-to-text module. Following open-source technical regula-
tions, Kaldi (Povey et al., 2011), a speech recognition toolkit was utilized for speech-to-text
processing in real-time. Kaldi runs on a virtual Ubuntu machine. Communication with
Kaldi is established by setting up a server within the virtual machine, which the Unity-run
virtual environment then automatically connects to on startup. When the server receives an
audio file, Kaldi transcribes it and sends back the corresponding transcription text. As the
underlying language model, we implemented a pretrained German model by the Language
Technology Group, Universitdit Hamburg (UHH; Milde & K6hn, 2018). In their article, the
authors analyzed the quality of transcription by calculating the word error rate’ (WER) and
found a WER of around 14.4%. It contains a vocabulary of 400,000 words and was trained
on 630 hr of audio data (model state: 05.03.2019).

DISCUSSION

The presented open-source VR-training framework allows for simulating a virtual sce-
nario, where trainees or professionals working in the criminal justice system as well as
forensic patients can practice their conversation skills in a safe environment. Conversations
are conducted using free speech and natural language resulting in realistic conversational
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situations. The virtual characters also contribute to a realistic experience as they can answer
adequately, given the context as well as look and behave like a real person. Trainees get
standardized reports considering their interview techniques after each conversation, sup-
porting the steady improvement in their training results.

The combination of immersive virtual environments and chatbot technology for adequate
responses could be the next step toward a new generation of training applications to practice
conversations in the criminal justice system. This approach can improve the standardization
of conversation trainings as well as the level of realism concerning the similarity between
the training scenario and real-world situations. The main advantages of the framework are
that it is not limited to one particular scientific context due to the inclusion of interchange-
able content and that the code is published on an open-source code sharing platform. That
means that interested research groups or practitioners can focus mainly on the development
of the content-related aspects of a training conversation context—environment (e.g., inter-
viewing or patient room, playground, prison), virtual character models, and biographies
(e.g., adults, children, patients, witnesses)—to implement them in the existing framework.
This way we hope to simplify the realization of such applications in the domain of criminal
justice. With the publication of the framework, we also hope to speed up the development
process for future applications, as everyone can download the code for free and start imple-
menting interesting ideas and content.

The possibility of practicing conversation skills is a very important topic in the field of
forensic psychiatry and psychology both for practitioners and for inpatients and clients. As
a result, there are many different contexts where a VR-training framework could be appli-
cable such as practicing initial interviews and counseling for therapists and counseling cen-
ters; interviewing witnesses or assessment and training for sexual offenders in virtual
critical situations; and interrogation training for law enforcement investigators.

LIMITATIONS

One limitation at the moment is the lack of data to ensure important usability features of
the VR training. In addition to simulator sickness, which can cause participants to experi-
ence symptoms such as dizziness or malaise, these include subjects’ assessments of how
realistic they felt the VR training was. Both aspects should be recorded and analyzed in
future implementations alongside the variables under investigation.

Another limiting factor is that the published code version for the VR-training framework
has still some experimental characteristics that require a basic understanding of program-
ming languages to setup properly and implement custom content files. It also needs to be
mentioned that the VR-framework in the published version does not (yet) have encrypted
data transmission implemented. That means if an implementation in an open or public net-
work is indented, this has to be considered by customizing the frameworks’ communication
interfaces.
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NOTES

1. An avatar is usually considered a digital representation of a person that is controlled by a real human over a computer
interface.

2. The vignettes were short case descriptions of the virtual character, covering their social, family, and everyday situation
so that trainees have some reference points for the conversation.

3. WER is the standard measurement to assess the quality of so-called automatic speech recognition systems (Morris et al.,
2004). It is defined as the proportion of transcription errors to words processed in total. Errors are the number of wrongful
substitutions, deletions or insertions of words.
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