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Image templates are a common tool for neuroscience research. Often, they are used for spatial 
normalization of magnetic resonance imaging (MRI) data, which is a necessary procedure for analyzing 
brain morphology and function via voxel-based analysis. This allows the researcher to reduce individual 
shape differences across images and make inferences across multiple subjects. Many templates 
have a small field-of-view typically focussed on the brain, limiting the use for applications requiring 
detailed information about other extra-cranial structures in the head and neck area. However, there 
are several applications where such information is important, for example source reconstruction 
of electroencephalography (EEG) and/or magnetoencephalography (MEG). We have constructed a 
new template based on 225 T1w and FLAIR images with a big field-of-view that can serve both as 
target for across subject spatial normalization as well as a basis to build high-resolution head models. 
This template is based on and iteratively re-registered to the MNI152 space to provide maximal 
compatibility with the most commonly used brain MRI template.

Background & Summary
Brain templates are commonly utilized within the neuroimaging community and are needed for spatial normal-
ization of imaging datasets acquired from different individuals to the same stereotactic space. These templates 
can be used to either: (a) reduce individual shape and size variations prior to MRI structural/functional analyses 
or (b) to extract signal from specific brain areas in region-based analyses of structure or function using an atlas1. 
Morphological differences can be significant across individual brains. Consequently, sample size and population 
differences are key factors influencing brain template construction2.

Commonly used templates within the neuroimaging community such as those provided by the Montreal 
Neurological Institute (MNI) frequently (exceptions are discussed) have a field-of-view (FOV) focused on the 
brain, i.e. the image space does not cover the full head (often excluding nasion, inion and auricular landmarks). 
Specifically, MNI has made the MNI305 (9 degrees of freedom linear co-registration of 305 normal MRIs to 
Talairach space, where translation, rotation and scaling are performed along the three axes x, y, z), Colin27 
original (single subject scanned 27 times), MNI152 linear (152 MRIs were linearly co-registered (9 degrees of 
freedom) to the MNI305 space), MNI152 NLIN (152 MRIs were non-linearly co-registered into MNI305 space), 
Colin27 hires T1/T2 version (2008) and MNI152 NLIN 2009 (a second nonlinear co-registration of the 152 
MRIs, best resolution to date) available (https://www.lead-dbs.org/about-the-mni-spaces/). Additionally, the 
community has made the ICBM152 extended nonlinear atlas (2020) available to the public (https://nist.mni.
mcgill.ca/icbm-152-extended-nonlinear-atlases-2020/). However, this template does not involve a FLAIR ver-
sion and has a focus on the intracranial structures. The limited spatial coverage of all MNI templates is sufficient 
for most brain MRI analyses and was useful to save disk space. Here we have used the MNI152 NLIN 6th gen-
eration asymmetric variant as a basis for our template generation as this is the most commonly used brain MRI 
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Project Site Model
# 
Subjects

Age in years 
(mean ± STD)

Sex 
(m/f) Scan

Echo 
Time 
(ms)

Repetition 
Time (ms)

Flip 
Angle 
(°)

Inversion 
Time 
(ms)

Resolution 
(mm3) Matrix Coil

1 Tübingen Prisma 37 33.5 ± 12.8 16/21
T1w 3.03 2300 8 1100 0.99 × 1 × 1 176 × 256 × 224 64

FLAIR 388 5000 120 1800 0.99 × 1 × 1 176 × 256 × 256 64

2 Tübingen Skyra 86 37.2 ± 14.2 38/48
T1w 2.32 2300 8 900 0.89 × 0.89 × 0.89 192 × 256 × 256 32

FLAIR 387 5000 120 1800 0.89 × 0.89 × 0.89 192 × 256 × 256 32

3 Tübingen Biograph mMR 18 32.3 ± 9.2 5/13
T1w 2.49 1900 9 900 1 × 0.45 × 0.45 192 × 512 × 512 20

FLAIR 386 5000 120 1800 1 × 1 × 1 192 × 256 × 256 20

4 Tübingen Prisma 32 27.7 ± 5 18/14
T1w 2.98 2300 9 900 0.99 × 1 × 1 176 × 256 × 240 64

FLAIR 388 5000 120 1800 0.99 × 1 × 1 176 × 256 × 256 64

5 Göttingen Prismafit 26 31.8 ± 9.4 15/11
T1w 3.3 2250 9 900 0.99 × 1 × 1 176 × 256 × 256 64

FLAIR 394 5000 120 1800 0.99 × 0.98 × 0.98 192 × 256 × 256 64

6 Göttingen Prismafit 26 25.8 ± 5.6 9/17
T1w 3.3 2250 9 900 0.99 × 1 × 1 176 × 256 × 256 64

FLAIR 394 5000 120 1800 0.99 × 0.98 × 0.98 192 × 256 × 256 64

Total — — 225 32.9 ± 12 101/124 — — — — —

Table 1. Breakdown of all study data, demographics and acquisition parameters. T1w = T1-weighted 
MRI, FLAIR = fluid-attenuated inversion recovery, m = male, f = female, STD = standard deviation, 
ms = milliseconds, mm = millimeter.

Fig. 1 Preprocessing workflow. Images are in radiological convention (left in the image is right in the subject/
template). MNI = Montreal Neurological Institute, FOV = field-of-view, T1w = T1-weighted image. FLAIR 
images were rigidly co-registered and resampled to their respective T1w counterparts per subject. Next, 
the brain was segmented into multiple tissue classes and we also performed registration and intensity non-
uniformity (bias) correction. We standardized the image intensities for all images linearly setting the mean grey-
matter intensity to 1000. Finally we expanded the FOV for the MNI template.

https://doi.org/10.1038/s41597-023-02087-1


3Scientific Data |          (2023) 10:211  | https://doi.org/10.1038/s41597-023-02087-1

www.nature.com/scientificdatawww.nature.com/scientificdata/

template. We have constructed a new template based on 225 T1w and FLAIR images with a big FOV that can 
serve both as target for across subject spatial normalization as well as a basis to build high-resolution head mod-
els. The following section describes the motivation and exact reasons for the generation of our brain template.

Given these limitations the anatomical detail and coverage of extra-cranial areas is suboptimal. This hin-
ders usage of typical brain templates for applications that require a precise knowledge of these structures. One 
such application is source reconstruction of electroencephalography (EEG) data that greatly benefits from a 
high-quality head model. EEG source imaging (ESI or source reconstruction) is a model-based representation 
technique that integrates temporal and spatial components of EEG to identify the generating source of electrical 
potentials recorded on the scalp. Kaiboriboon et al.3 have provided a review on ESI and highlight the value of 
ESI in pre-surgical evaluation of patients with epilepsy and in precise localization of eloquent cortex. A realistic 
head model is crucial to solving the ESI algorithms4–6. Although less relevant for head modeling, source recon-
struction based on magneto-encephalography (MEG) also requires anatomical knowledge of the positioning of 
the head in the dewar of the system.

Moreover, in source reconstruction based on EEG/MEG it is of pivotal importance to localize certain ana-
tomical landmarks (nasion, pre-auricular points) that are not well covered in the MNI template. Even worse, 
when using high-density EEG systems, like the EGI/Magstim 256-channel caps, or EEG montages with lower 
temporal electrodes, like the IFCN2017 array7, these include electrode positions that are outside the FOV of 
conventional templates. Finally, a standardized canonical space template, such as the one provided here, may 
serve as a standard when an individual MRI is not available for head modeling. This head modeling is impossible 
to do with current brain-centric templates given they have limited detail and coverage of extra-cranial areas. The 
template presented here may also enable machine-learning scientists to enhance their studies with insights from 
the brain’s anatomy and neurophysiology through MEG and EEG8. Finally, our template can be used as a face 
and skull template for other purposes such as in orthopaedic and in ear-nose-throat specialist cases. Importantly, 
our purpose was not to replace the MNI or ICBM templates for brain-only applications but to provide a big FOV 
template for applications such as source imaging and head modeling.

Typically, T1w imaging data is used to generate templates as these images have a high spatial resolution 
and signal-to-noise ratio. However, it is also possible to generate a template from FLAIR images9,10, which we 
have done here in addition to the T1w template. It is useful to have multi-contrast templates as this allows 
the researcher to better analyze deep gray matter structures that may not be readily visible on T1w images. 
Furthermore, multispectral tissue segmentation can be achieved through the additional use of a 3D FLAIR 
image that can improve the separation of gray matter tissue from pial, vessels and extra-cerebral connective tis-
sue at brain edges11,12. In patients with negative conventional MRI and focal epilepsy, multispectral voxel-based 
morphometry (VBM), especially T1w + FLAIR, can yield superior results over single-channel (i.e. single modal-
ity) T1w segmentation13. We have therefore employed multispectral segmentations to generate our T1w and 
FLAIR templates. To our knowledge, this is the first T1w + FLAIR head and brain template with a big FOV.

Fig. 2 Template generation workflow. The process workflows for the first and subsequent iterations are shown, 
with the warped results on the right of this graph. The curved arrow indicates the averaging of all warped T1w 
images. 1 = 6 degrees of Freedom rigid-body alignment, 2 = affine registration, 3 = Syn registration. Images are 
in radiological convention (left in the image is right in the subject/template).
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Methods
Datasets. We used 225 control datasets from six studies. We complied with all relevant ethical regulations 
and informed consent was obtained from all subjects. The local ethics committees approved of each study. The 
ethics reference numbers were as follows: 646/2011BO1 for study 1, 115/2013BO2 for study 2, 295/2015BO1 for 
study 3, 390/2014B01 for study 4, 16/10/17 for study 5 and 2/5/21 for study 6. There was no history of psychiatric 
or neurologic diseases. Inclusion criteria were: (i) presence of a 3D T1w (MPRAGE, Magnetization Prepared 
Rapid Gradient Echo) and (ii) 3D FLAIR (T2-SPACE) image with a spatial resolution of a maximum of 1 mm3 for 
both modalities. All images were acquired on Siemens Healthcare (Erlangen, Germany) scanners. These included 
Prisma, Skyra, Prismafit and Biograph mMR scanners. All details are specified in Table 1.

The T1w and FLAIR data quality was visually reviewed using FSL14,15 ‘slicesdir’ and no participant had to be 
excluded.

Preprocessing. The entire preprocessing pipeline is shown in Fig. 1 and included the FLAIR to T1w coreg-
istrations, the brain segmentation, bias correction and standardization through setting the mean grey-matter 
intensity to 1000 - all of these steps are subsequently described. To remove bias fields and allow intensity stand-
ardization we did a minimal preprocessing within MATLAB 2018b16 and SPM1217 (version 7487, http://www.fil.
ion.ucl.ac.uk/spm/software/spm12, Fig. 1). FLAIR images were rigidly (6 degrees of freedom) co-registered and 
resampled to their respective T1w counterparts per subject using the “Coregister: estimate and reslice” option 
wihtin SPM. We have used the defaults, i.e. normalized mutual information and a 4th degree bspline interpola-
tion algorithm was used for resampling. Next, a multispectral segmentation (“New Segment”18) was done. Here, 
the brain was segmented into multiple tissue classes such as gray and white matter and cerebral spinal fluid. This 
routine not only provides tissue segmentation, but also performs intensity non-uniformity (bias) correction, 
which is the only output used in this work. Resulting bias corrected T1w and FLAIR images were stored in native 
T1w-based space. SPM default settings were used in this process. Next, we normalized the image intensities for all 
images (T1w and FLAIR) linearly setting the mean gray matter intensity to 1000 (Fig. 1).

Template generation. In Fig. 2, the template generation is depicted, showing the process workflows for 
the first and subsequent iterations. All template generation steps were performed within PYTHON (version 3.8; 
packages: gcc-9.3.0, nilearn 0.8.1, nibabel 3.2.1 and nipype version 1.7.1). As a first step, we expanded the FOV 
of the FSL MNI/MNI152 NLIN 6th generation template using nibabel (Fig. 1). The isotropic 1 mm3 version was 
expanded from 182 × 218 × 182 voxels to 201 × 261 × 261 voxels, while the 0.5 mm3 version was expanded from 
364 × 436 × 364 voxels to 402 × 522 × 522 voxels. Based on the big FOV MNI template, we also generated a binary 
FSL bet-based19 brain mask with BET defaults and a FOV-mask, i.e. a mask of original MNI152 FOV voxels in the 
expanded big FOV space. We then made sure that all T1w and FLAIR data had the same radiological orientation. 
Subsequently, we employed ANTs20 (http://stnava.github.io/ANTs/) with its standard three-step co-registration 
to a reference template, which in our case was the 1 mm big FOV file (Fig. 2). The first step was a rigid body 
registration (6 degrees of freedom) between each individual T1w image and the template. Then, the T1w image 
was registered to the template with an affine registration (12 degrees of freedom). SyN stands for symmetric nor-
malization with affine and deformable transformations, with mutual information as optimization metric. Finally, 
this non-linear registration was performed using SyN (with settings for steps = 0.1, update variance penalty = 3, 
total variance penalty = 0) for the first through fifth iterations. The sixth and seventh iterations employed more 
SyN liberty at steps size of 0.2, update variance penalty = 1 and total variance penalty = 0. Other parameters are 
detailed in Table 2. This process was completed for each image and yielded 225 T1w images in template space and 
ANTs registration flows (.h5 files). Finally, the warped images were averaged to form a new template.

This process was done repeatedly in all iterations. In the first iteration, we used the expanded MNI152 tem-
plate as registration target. Individual MR images were registered and warped to the initial big FOV template 

Name Setting

interpolation Bspline

use histogram matching True

winsorize-image-intensities [0.005,0.995]

transform Rigid [0.1]

metric
convergence
shrink-factors
smoothing-sigmas

[metricWeight = 1, numberOfBins = 32, samplingStrategy = Regular, samplingPercentage = 0.25]
[1000 × 500 × 250 × 100,1e-6,10]
8 × 4 × 2 × 1
3 × 2 × 1 × 0 vox

transform Affine[0.1]

metric
convergence
shrink-factors
smoothing-sigmas

[metricWeight = 1, numberOfBins = 32, samplingStrategy = Regular, samplingPercentage = 0.25]
[1000 × 500 × 250 × 100,1e-6,10]
8 × 4 × 2 × 1
3 × 2 × 1 × 0 vox

transform SyN

metric
convergence
shrink-factors
smoothing-sigmas

[metricWeight = 1, numberOfBins = 4]
[100 × 70 × 50 × 20,1e-6,10]
8 × 4 × 2 × 1
3 × 2 × 1 × 0 vox

Table 2. Other co-registration and SyN parameters in ANTs. vox = voxels.
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and an average was calculated. We then registered the resulting averaged iteration’s template again to the original 
MNI template to improve overall comparability. For this, we used the rigid, affine and Syn registrations. Only 
for the last/final iteration this process was skipped to maintain full template resolution and avoid interpolation 
effects. We constrained the affine registration estimation to the MNI152 original voxels (via the big FOV mask) 
and the non-linear registration to the MNI152 brain voxels (via the MNI152 brain mask). Results of the iter-
ations on the T1w template are depicted in Fig. 3. We needed seven iterations (Fig. 3) to arrive at our average 

Fig. 3 Results of the Iterations on the T1w template. Note how the extracranial areas gain in anatomical 
precision with the non-linear warping converging towards the higher iterations. After seven iterations the stop 
conditions of a root-mean-square error of less than 5% was reached. Images are in radiological convention (left 
in the image is right in the subject/template).
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template (Fig. 4). The stop criterion for both levels of SyN liberty was a root-mean-square image intensity dif-
ference of below 5% between the template of the previous iteration and the current template. After the final 
iteration, we generated an average template of T1w and FLAIR in 1 mm3 and 0.5 mm3 resolution. The individual 
images were resampled with the existing transformations estimated based on T1w images. Figure 4 shows the 
generated full FOV templates of T1w and FLAIR in 0.5 mm3 resolution in comparison to the MNI T1w template.

Furthermore, we generated a template from a subset of the most representative subjects. For this, we used a 
more advance averaging method where only the twenty most representative subjects were averaged (i.e. those 
with the lowest cost function sum). We also provide this template at the GRO-link21.

Data Records
We provide templates for every iteration22 (Fig. 2). The T1w and FLAIR templates are provided in NIfTI format 
at 1 mm3 and 0.5 mm3 (Fig. 4) isotropic resolution (NMRI225_T1.nii, NMRI225_T1_0.5 mm.nii, NMRI225_
Flair.nii, NMRI225_Flair_0.5 mm.nii)21. The FLAIR and T1w templates are saved as float datatypes. We cannot 
make the original T1w data of all 225 participants available as these have not been defaced and therefore would 
not be anonymized.

Technical Validation
Because we wanted to have a representative average template, we used a method to detect outliers based on 
previous work23. In brief, we calculated the default mutual information cost-functions of all image pairs (tem-
plate registration target and co-registered images). Outliers per this definition were those images that had a cost 
function sum that was two interquartile ranges away from the median. These outliers were excluded from the 
template generation. In iterations one through five we found one outlier each. In the sixth and final iteration we 
had no more outliers, hence, all subjects were used in the final template generation.

Some cortical gray matter regions appear to be blurrier in our template than in the initial MNI 152 NLIN 
6th generation template. This is likely due to the different approach used in our work that is not intended to 
replace the MNI template(s) but to provide a larger field-of-view template that has high image quality also for 
extracranial areas. Image quality in extracranial and subcortical regions was improved at the cost of blurrier and 
less detailed cortical gray matter regions. The NMRI225 template should be preferred over the MNI 152 NLIN 
6th generation template for use cases where a big field-of-view with both T1w and FLAIR contrast is needed. In 
Fig. 5 we provide a comparison of our NMRI225 and the ICBM152 extended nonlinear atlas (2020) templates.

The compatibility to the existing MNI 152 6th generation template was maximized but the shape and location 
of some brain structures in the proposed NMI225 template do slightly deviate from the existing MNI 152 6th 
generation template because the registrations were performed without brain masks to improve the quality in 
extracranial regions. Since the main goal of this project was to generate a template including extra-cranial tissues 
using skull-stripped images would be counterproductive. Hence, this choice was done by design.

Fig. 4 Generated full FOV templates of T1w and FLAIR in 0.5 mm3 resolution in comparison to the MNI T1w 
template. S = superior, P = posterior, I = inferior, A = anterior, T1w = T1-weighted image, MNI = Montreal 
Neurological Institute, FOV = field-of-view, FLAIR = fluid-attenuated inversion recovery. Images are in 
radiological convention (left in the image is right in the subject/template).
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Usage Notes
The templates can be generated using the researchers’ own datasets. We provided NMRI225_run.m and 
NMRI225_run.py, that should be run in this order.

Code availability
We make our code available at https://github.com/barbrakr/NMRI225.git as NMRI225_run.m, NMRI225_run.
py and nmri_functions, under a CC BY license. We used MATLAB 2018b to run NMRI225_run.m and Python 
3.8 for running NMRI225_run.py. We have summarized the packages of the conda repository in Supplementary 
Materials.

Received: 13 July 2022; Accepted: 20 March 2023;
Published: xx xx xxxx

References
 1. Rajashekar, D. et al. High-resolution T2-FLAIR and non-contrast CT brain atlas of the elderly. Sci. Data 7, 1–7, https://doi.

org/10.1038/s41597-020-0379-9 (2020).
 2. Yang, G. et al. Sample sizes and population differences in brain template construction. Neuroimage February 0, 116318, https://doi.

org/10.1016/j.neuroimage.2019.116318.Sample (2020).
 3. Kaiboriboon, K., Lüders, H. O., Hamaneh, M., Turnbull, J. & Lhatoo, S. D. EEG source imaging in epilepsy - practicalities and 

pitfalls. Nat. Rev. Neurol. 8, 498–507, https://doi.org/10.1038/nrneurol.2012.150 (2012).
 4. Rullmann, M. et al. EEG source analysis of epileptiform activity using a 1 mm anisotropic hexahedra finite element head model. 

NeuroImage 44(2), 399–410 (2009).
 5. Vorwerk, J. et al. A guideline for head volume conductor modeling in EEG and MEG. NeuroImage 100, 590–607 (2014).
 6. Ziegler, E. et al. A finite-element reciprocity solution for EEG forward modeling with realistic individual head models. NeuroImage 

103, 542–551 (2014).
 7. Seeck, M. et al. The standardized EEG electrode array of the IFCN. Clin Neurophysiol. Oct 128(10), 2070–2077, https://doi.

org/10.1016/j.clinph.2017.06.254. (2017).
 8. Horn, A. A structural group-connectome in standard stereotactic (MNI) space. Data Br. 5, 292–296, https://doi.org/10.1016/j.

dib.2015.08.035 (2015).
 9. Winkler, A. et al. An Automatic Segmentation Tool for White Matter Hyperintensities using FLAIR and T1-Weighted Images. 

NeuroImage 47, S51 (2009).
 10. Pai, P. P. et al. (2020) BRAHMA: Population specific T1, T2, and FLAIR weighted brain templates and their impact in structural and 

functional imaging studies. Magn Reson Imaging. Jul;70:5–21. https://doi.org/10.1016/j.mri.2019.12.009 (2020).
 11. Viviani, R. et al. Multimodal MEMPRAGE, FLAIR, and R2* segmentation to resolve dura and vessels from cortical gray matter. 

Front Neurosci 11, 258, https://doi.org/10.3389/fnins.2017.00258 (2017).
 12. Lindig, T. et al. Evaluation of multi-modal segmentation based on 3D T1-, T2- and FLAIR-weighted images: the difficulty of 

choosing. Neuroimage 170, 210–21 (2018).
 13. Kotikalapudi, R. et al. Systematic Assessment of Multispectral Voxel-Based Morphometry in Previously MRI-Negative Focal 

Epilepsy. Am J Neuroradiol, Nov; 39(11), 2014–2021, https://doi.org/10.3174/ajnr.A5809 (2018).
 14. Smith, S. M. et al. Advances in functional and structural MR image analysis and implementation as FSL. NeuroImage 23(S1), 

208–219 (2004).
 15. Jenkinson, M., Beckmann, C. F., Behrens, T. E., Woolrich, M. W. & Smith, S. M. FSL. NeuroImage 62, 782–790 (2012).
 16. Friston, K. J. Statistical parametric mapping and other analysis of functional imaging data. In Brain Mapping: The Methods, 

363–385. Academic Press, (1996).
 17. MathWorks, Inc. MATLAB: the language of technical computing: computation, visualization, programming: installation guide for 

UNIX version 5. Natwick:Math Works Inc (1996).
 18. Ashburner, J. & Friston, K. J. Unified segmentation. NeuroImage. 26, 839–851, https://doi.org/10.1016/j.neuroimage.2005.02.018 

(2005).
 19. Smith, S. M. Fast robust automated brain extraction. Hum Brain Mapp. Nov 17(3), 143–55, https://doi.org/10.1002/hbm.10062. 

(2002).

Fig. 5 Comparison of NMRI225 and ICBM152 extended nonlinear atlas (2020) templates. Images are in 
radiological convention (left in the image is right in the subject/template).

https://doi.org/10.1038/s41597-023-02087-1
https://github.com/barbrakr/NMRI225.git
https://doi.org/10.1038/s41597-020-0379-9
https://doi.org/10.1038/s41597-020-0379-9
https://doi.org/10.1016/j.neuroimage.2019.116318.Sample
https://doi.org/10.1016/j.neuroimage.2019.116318.Sample
https://doi.org/10.1038/nrneurol.2012.150
https://doi.org/10.1016/j.clinph.2017.06.254.
https://doi.org/10.1016/j.clinph.2017.06.254.
https://doi.org/10.1016/j.dib.2015.08.035
https://doi.org/10.1016/j.dib.2015.08.035
https://doi.org/10.1016/j.mri.2019.12.009
https://doi.org/10.3389/fnins.2017.00258
https://doi.org/10.3174/ajnr.A5809
https://doi.org/10.1016/j.neuroimage.2005.02.018
https://doi.org/10.1002/hbm.10062.


8Scientific Data |          (2023) 10:211  | https://doi.org/10.1038/s41597-023-02087-1

www.nature.com/scientificdatawww.nature.com/scientificdata/

 20. Avants, B. B. et al. A reproducible evaluation of ANTs similarity metric performance in brain image registration. Neuroimage. Feb 
1;54(3):2033–44. https://doi.org/10.1016/j.neuroimage.2010.09.025. Epub 2010 Sep 17. PMID: 20851191; PMCID: PMC3065962 
(2011).

 21. Kreilkamp, B. A. K. et al. Replication Data for: Big Field of View MRI T1w and FLAIR Template: NMRI225 V5. GRO.data https://
doi.org/10.25625/SWASIH (2022).

 22. Kreilkamp, B. A. K. et al. Replication Data for: Big Field of View MRI T1w and FLAIR Template: NMRI225 V2. GRO.data https://
doi.org/10.25625/7EUOOI (2022).

 23. Tummala, S., Thadikemalla, V. S. G., Kreilkamp, B. A. K., Dam, E. B. & Focke, N. K. Fully automated quality control of rigid and 
affine registrations of T1w and T2w MRI in big data using machine learning. Computers in Biology and Medicine 139, 104997 (2021).

Acknowledgements
This project was, in parts, funded by the Deutsche Forschungsgemeinschaft grant number FO 750/5-1 and 
750/7-1 awarded to N.K. Focke. We would like to thank all controls for participating in our studies.

Author contributions
Barbara A.K. Kreilkamp: analysis, interpretation, QC’ing the created software, writing of the manuscript. Pascal 
Martin: acquisition, revision of the manuscript. Benjamin Bender: acquisition, revision of the manuscript. 
Christian la Fougère: conception, revision of the manuscript. Daniel Van de Velden: acquisition, revision of the 
manuscript. Christina Stier: acquisition, revision of the manuscript. Markus Loose: acquisition, revision of the 
manuscript. Silke Ethofer: acquisition, revision of the manuscript. Raviteja Kotikalapudi: acquisition, revision of 
the manuscript. Justus Marquetand: acquisition, revision of the manuscript. Erik H. Rauf: acquisition, revision 
of the manuscript. Niels K. Focke: conception, analysis, interpretation, creation of software, revision of the 
manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests
N.K.F. has received honoraria from Arvelle, Jazz Pharma, Bial, Eisai and EGI/Phillips, all unrelated to the 
current work. B. B. is Co-Founder, Shareholder and CTO of AIRAmed GmbH. The other authors declare no 
competing interests.

Additional information
Correspondence and requests for materials should be addressed to B.A.K.K.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2023

https://doi.org/10.1038/s41597-023-02087-1
https://doi.org/10.1016/j.neuroimage.2010.09.025.
https://doi.org/10.25625/SWASIH
https://doi.org/10.25625/SWASIH
https://doi.org/10.25625/7EUOOI
https://doi.org/10.25625/7EUOOI
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Big Field of View MRI T1w and FLAIR Template - NMRI225
	Background & Summary
	Methods
	Datasets. 
	Preprocessing. 
	Template generation. 

	Data Records
	Technical Validation
	Usage Notes
	Acknowledgements
	Fig. 1 Preprocessing workflow.
	Fig. 2 Template generation workflow.
	Fig. 3 Results of the Iterations on the T1w template.
	Fig. 4 Generated full FOV templates of T1w and FLAIR in 0.
	Fig. 5 Comparison of NMRI225 and ICBM152 extended nonlinear atlas (2020) templates.
	Table 1 Breakdown of all study data, demographics and acquisition parameters.
	Table 2 Other co-registration and SyN parameters in ANTs.




