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Abstract We analyse the density of states of the random graph Laplacian in the percolating
regime. A symmetry argument and knowledge of the density of states in the nonpercolating
regime allows us to isolate the density of states of the percolating cluster (DSPC) alone,
thereby eliminating trivially localised states due to finite subgraphs. We derive a nonlinear
integral equation for the integrated DSPC and solve it with a population dynamics algo-
rithm. We discuss the possible existence of a mobility edge and give strong evidence for the
existence of discrete eigenvalues in the whole range of the spectrum.

Keywords Random graphs · Graph Laplacian · Density of states

1 Introduction

The eigenvalue spectrum of sparse random matrices is a fascinating and largely unsolved
problem with widespread applications ranging from transport in disordered systems, graph
theory and optimisation problems to nuclear physics and QCD [1, 2]. In this paper we con-
sider a prototype of such a random matrix, the Laplace operator on a mean-field random
graph with N nodes, i.e. a graph where a link between two arbitrary sites is either present
with probability p = 2c/N or not present with probability 1 − p. The constant 2c is the
mean connectivity of the graph. The Laplace operator on this graph is a matrix Γij where
for i �= j Γij = −1 if the nodes i and j of the graph are connected and Γij = 0 otherwise,
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while on the diagonal Γii = −∑
j �=i Γij . The entries on the diagonal are thus correlated to

the random entries outside the diagonal.
Even though the computation of the density of states for a mean-field random graph

has been reduced to an integral equation [3–5], a complete solution is still missing. In the
limit of infinite coordination, c → ∞, Wigner‘s semi-circle law is recovered. For any finite
c, Lifshitz tails were shown to exist in the integrated density of states [6]. Beyond these
asymptotic results a number of approximations have been used to compute the spectrum ap-
proximately, such as effective medium theory [7], single defect approximation [8], moment
expansions, numerical diagonalisation [9, 10] and regularisation techniques [9].

In this paper we are mainly interested in the density of states of the percolating cluster.
This problem is a special case of the spectral theory of random operators on percolation
subgraphs (see [11] for a review). Here, we show first that the density of states of the per-
colating cluster (DSPC) can be isolated using a symmetry argument and our knowledge of
the density of states below the percolation threshold. Second, we derive an integral equation
for the integrated density of states which can be solved reliably with a population algo-
rithm. The numerical solution reveals jumps in the integrated DSPC in the whole range of
the spectrum, calling in question the existence of a mobility edge. We are also able to find
the asymptotic behaviour of the integrated DSPC of the incipient percolating cluster at the
percolation threshold for small eigenvalues.

2 Model and Symmetry

The model shows a percolation transition at ccrit = 1/2. Below this concentration there is
no macroscopic cluster and almost all finite clusters are trees. The average number of tree
clusters Tn with n nodes is given in the macroscopic limit by [12]

lim
N→∞

Tn(2c)

N
= τn(2c) = nn−2(2c e−2c)n

2c n! . (1)

In particular the average total number of clusters per particle is τtot(2c) = 1−c. For c < 1/2,
the spectrum consists of a very complicated, but countable set of δ-peaks which can be cal-
culated iteratively [10]. Above the percolation threshold c > 1/2 a percolating cluster coex-
ists with many finite clusters, almost all of which are also trees. The fraction of sites in the
macroscopic cluster, Q(c), is the solution of 1 − Q(c) = exp(−2cQ(c)) [12]. Alternatively
we rewrite Q(c) = 1 − x(c)

2c
and obtain x(c) as the solution of

x(c) e−x(c) = 2ce−2c. (2)

This equation has two solutions, a trivial one with x(c) = 2c and a nontrivial one with
x(c) = 2c∗ such that c∗ > 1

2 if c < 1
2 and vice versa. This nontrivial solution allows one to

establish a symmetry for the number of trees with a fixed number of nodes above and below
the percolation threshold. Using (2), we can rewrite (1) according to

τn

(
x(c)

) = 2c

x(c)
τn(2c) or τn(2c∗) = c

c∗ τn(2c). (3)

Hence the number of trees above the percolation threshold is simply related to the number
of trees below the percolation threshold.
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3 Density of States

This relation allows us to compute the density of states of the percolating cluster alone,
which is the quantity of primary interest. It is known that the density of states, D(Ω), of the
infinite cluster contains at least some δ peaks, so that a population dynamics algorithm [9]
cannot be applied. In this paper we instead compute the integrated density of states, Δ(Ω) =∫ Ω

0 dΩ ′ D(Ω ′), which according to measure theory [13], may be decomposed into a singular
part and an absolutely continuous part. The absolutely continuous part may itself consist
of two contributions, eigenvalues stemming from localised eigenvectors that lie dense and
each have vanishing weight in the thermodynamic limit, and the eigenvalues stemming from
nonlocalised eigenvectors. We may thus write

Δ(Ω) = Δloc,disc(Ω) + Δloc,cont(Ω) + Δnonloc(Ω). (4)

Often in random matrix problems there is a mobility edge, i.e. a value Ω0 such that all
eigenvectors corresponding to eigenvalues Ω < Ω0 are localised and all eigenvectors corre-
sponding to Ω > Ω0 are nonlocalised (or vice versa). We will show here that such a sharp
edge does not seem to exist in our problem as we find discrete eigenvalues even in the re-
gion where nonlocalised eigenvectors lie. This shows that a naive approach using the inverse
participation ratio in order to find the onset of nonlocalised eigenvectors will not work since
the localised eigenvectors do not disappear where the nonlocalised ones first appear, so the
inverse participation ratio will not drop down to 0 as it would at a true mobility edge.

The density of eigenvalues, {Ωi}N
i=1, of the Laplacian matrix Γ is defined by

D(Ω,c) = lim
N→∞

1

N

N∑

i=1

δ(Ω − Ωi) = lim
N→∞

1

N
Tr δ(Ω − Γ ). (5)

Here · denotes the average over all realisations of connectivity for a given c. To compute
the density of eigenvalues we introduce the resolvent

G(Ω,c) = lim
N→∞

1

N
Tr

1

Γ − Ω
(6)

for complex argument Ω = γ + iε, ε > 0. In the limit ε → 0, we recover the spectrum from
the imaginary part of the resolvent according to

D(Ω,c) = 1

π
lim
ε↓0

�G(Ω + iε, c). (7)

In the percolating regime c ≥ 1
2 the macroscopic cluster coexists with many finite ones. In

order to study localised states of the macroscopic cluster it is essential to isolate the density
of states of the macroscopic cluster only. The symmetry expressed by (2) and (3) allows us
to decompose the resolvent into two contributions, one from the percolating cluster and one
from the finite clusters. Since the finite clusters from c∗ are also present at c (although with
a smaller total weight), we write G(Ω,c) as a sum of the resolvent G(Ω,c∗), appropriately
weighted, and a remainder Gperc(Ω, c), which then must generate the spectrum of the giant
cluster:

G(Ω,c) = Gperc(Ω, c) + c∗

c
G(Ω,c∗). (8)
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The above relation allows us to compute the density of states of the percolating cluster alone
from the full density of states above, G(Ω,c), and the density of states below the percolation
threshold, G(Ω,c∗) for c∗ < 1

2 , which is known [10].
The resolvent can be expressed in terms of an auxiliary function gc,Ω(ρ) as [3]

G(Ω,c) = −1 + i

2c

∫ ∞

0
dρ ρgc,Ω(ρ). (9)

The average over all realisations of connectivity is performed with the replica trick, resulting
in a nonlinear integral equation for gc,Ω(ρ) (cf. (16) and (17) in Ref. [3])

gc,Ω(ρ) = 2c exp

{

− iρ2

2

}

+ 2ic e−2c

∫ ∞

0
dx ρI1(iρx) exp

{

− i

2
(ρ2 + x2) + iΩ

2
x2 + gc,Ω(x)

}

(10)

with gc,Ω(0) = 2c. Here Iν(z) are the modified Bessel functions of the first kind.

3.1 Nonpercolating Regime

Equation (10) for c < 1/2 was solved in [10]. The solution is

gc,Ω(ρ) = 2c
∑

k

ak exp

(

− i

2
zkρ

2

)

= 2c

∫ ∞

−∞
dac,Ω(λ)e− i

2 λρ2
(11)

with coefficients ak and zk to be defined below. The sum can also be expressed as a Riemann-
Stieltjes integral with weight function ac,Ω(λ) = ∑

k akθ(λ − zk) (θ(· · ·) is the Heaviside
function). This formulation will be useful later.

The coefficients ak and zk can be grouped in infinitely many “classes.” The coefficients
of class n + 1 are given recursively by the relations

a
(n+1)

(lk ) = e−2c
∏

k

(2ca
(n)
k )lk

lk! (12)

z
(n+1)

(lk ) = Ω − ∑
k lkz

(n)
k

Ω − 1 − ∑
k lkz

(n)
k

(13)

(the upper index denotes the class). Class 0 contains only one element, namely a
(0)

0 = e−2c

and z
(0)

0 = Ω
Ω−1 . The index on the left hand side is a finite sequence (lk) of nonnegative

integers. In order to proceed to the next stage of the recursion, (lk) must be mapped to
a natural number m since for the calculation of, say, z

(n+1)

(lk ) it is necessary to access the
coefficients z(n)

m of the previous iteration. Such a mapping is possible because the set of
sequences {(lk)} is countably infinite. It was shown in [10] that the correct way to do the
mapping is to choose m = ∑

k lkM
k and to let M (formally) tend to infinity at an appropriate

point. Note that class n + 1 also contains all coefficients from class n. See [10] for details.
These classes give us an infinite hierarchy of coefficients, each recursion step adding

infinitely many coefficients to the previous ones. Note that the coefficients in class n con-
structed in this way are not an approximation but constitute (part of) the exact solution
of (10). Only the total weight of coefficients

∑
k ak falls short of 1 when stopping the recur-

sion at a finite n. The complete sets of coefficients ak and zk from (11) are the collection
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of all coefficients from all classes, i.e. the are equal to a
(∞)
lk

and z
(∞)
lk

from the recursion,
appropriately reindexed. It follows from this representation that for any finite sequence of
nonnegative integers (lk) there exists an index k′ such that

e−2c
∏

k

(2cak)
lk

lk! = ak′ and (14)

Ω − ∑
k lkzk

Ω − 1 − ∑
k lkzk

= zk′ . (15)

This will be useful below.
The solution of (10) which is given in (11) leads to a density of states consisting of

δ peaks which are located at those Ω where zk = 0.

3.2 Percolating Regime

In analogy to the resolvent, we can decompose gc,Ω(ρ) = g
perc
c,Ω (ρ) + gc∗,Ω(ρ) into a part

g
perc
c,Ω (ρ) pertaining to the infinite cluster and a part which is equal to the (known) solution

gc∗,Ω(ρ) of the integral equation at c∗. This decomposition has the advantage that we can
directly obtain the density of states of the infinite cluster by deriving an equation for g

perc
c,Ω (ρ),

which in analogy to (11) can be represented as

g
perc
c,Ω (ρ) = (2c − 2c∗)

∫ ∞

−∞
dbc,Ω(λ) e− i

2 λρ2
. (16)

The function bc,Ω(λ) is normalised such that
∫ ∞

−∞ dbc,Ω(λ) = 1 and the “initial condition”
gc,Ω(0) = 2c is being taken care of by the prefactor 2c − 2c∗. This ansatz is plugged into the
integral (10) and yields, after application of (14) and (15),

bc,Ω(λ) = 2c∗
∞∑

n=0

an

∞∑

M=1

(2c − 2c∗)M−1

M!
∫ ∞

−∞
dbc,Ω(λ1) · · ·

∫ ∞

−∞
dbc,Ω(λM)

× θ

(

λ −
[

1 − 1
1

1−zn
+ ∑M

i=1 λi

])

. (17)

This equation can be solved numerically by running a population dynamics algorithm for
the coefficients zk at c∗ below the critical point in parallel to a population dynamics for a
λ-population at c above the critical point, for which the zk and their weights ak are needed
as input.

The population dynamics algorithm below the critical point consists of keeping a large
population of zk’s and repeatedly updating this population by choosing a Poisson random
number n with parameter 2c∗, randomly selecting n of the zk with indices ki (i = 1, . . . , n)
and inserting 1 + 1

Ω−1−∑n
i=1 zki

as a new member into the population, replacing a random

existing member. This process yields a numerical approximation of the distribution ac∗,Ω(λ).
The population dynamics above the critical point is similar. A large λ population is up-

dated by first drawing a Poisson random number M with parameter 2c − 2c∗, but rejecting
and redrawing it if it is 0 (this step corresponds to the sum over M in (17) which starts
with M = 1, and which is correctly normalised for this modified Poisson distribution). If
c = c∗, this rule does not work and (17) shows that in this case M = 1 must be chosen with
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probability 1. Then some λi (i = 1, . . . ,M) are drawn randomly from the λ population, and
one z is drawn randomly from the population of the zk calculated above. Finally the new
member 1 − 1

1
1−z

+∑M
i=1 λi

replaces a random existing λ. This is repeated until convergence

(in a statistical sense) is achieved. The λ population then approximates bc,Ω(λ).
Given ac∗,Ω(λ) and bc,Ω(λ) the integrated DSPC can be computed according to (see

Appendix A):

2Δperc(Ω, c)

= 1 +
∫ ∞

−∞
dbc,Ω(λ)

(

sgn

(
λ

λ − 1

)

+ c sgn(λ − 1)

)

− (c − c∗)
∫ ∞

−∞
dbc,Ω(λ)dbc,Ω(λ′) sgn

(
λ

λ − 1
− λ′

)

+ c∗
∫

dac∗,Ω(λ) sgn

(
1

λ − 1

)

− c∗
∫

(
dac∗,Ω(λ)dbc,Ω(λ′) + dbc,Ω(λ)dac∗,Ω(λ′)

)
sgn

(
λ

λ − 1
− λ′

)

. (18)

4 Discussion

We have developed a systematic approach to compute the integrated DSPC. We stress that
the (nonintegrated) DSPC cannot easily be obtained from a conventional population dynam-
ics algorithm without regularisation methods, which was done in [9]. Naively it is given in
terms of bc,Ω(λ) by

Dperc(Ω, c) = 1

π
�

∫ ∞

0
dρ ρ

∫ ∞

−∞
dbc,Ω(λ)e− i

2 λρ2

=
∫ ∞

−∞
dbc,Ω(λ)δ(λ). (19)

The above density of states would be very simple if bc,Ω(λ) was differentiable with respect
to λ, as it would then be equal to (bc,Ω)′(0). It is however known that the density of states
of the percolating cluster contains δ peaks also for c > 1/2 [14]. Hence the position and
weight of the δ peaks cannot directly be obtained from a population dynamics algorithm—a
problem already encountered in the nonpercolating regime. It is thus essential to either use
regularisation as in [9] or to obtain the integrated density of states directly from population
dynamics without going to the density of states first and integrating, and this is what (17)
and (18) provide.

The final equation for the integrated DSPC, (18), reveals much about the eigenvalues of
the percolating cluster. We can, for example, understand the origin of the δ peaks in the den-
sity of states of the percolating cluster. Suppose for the moment that bc,Ω(λ) is continuous
as a function of Ω . Then the integrals over dbc,Ω(λ) certainly do not generate any jumps in
Δperc(Ω, c) due to the continuity in Ω . However, we know that ac∗,Ω(λ) = ∑

n anθ(λ − zn)

is discontinuous as a function of Ω since the zn depend on Ω , and inspection of (18) shows
that this leads to a jump in Δperc(Ω) if the location zn of a jump moves from −∞ to +∞
when Ω is increased infinitesimally (it does not lead to a jump if zn moves across 0 or 1,
as could be suspected at first sight, since the various contributions cancel in these cases).
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Fig. 1 The integrated density of
states below the percolation
threshold

Equation (13) shows that zn can and does indeed pass ∞ as Ω is varied. While the peaks of
the density of states of the finite clusters are located at those Ω for which zn = 0, the peaks
for the percolating cluster are located where zn = ∞. Since the zeros and the poles of zn

necessarily alternate when Ω is varied, it follows that the peaks in the percolating cluster
lie dense if the peaks in the finite clusters lie dense. In this sense there is no mobility edge
in the percolating cluster since isolated and thus localised eigenvalues exist throughout the
whole range of 0 ≤ Ω < ∞.

Unfortunately, this argument only strictly holds if bc,Ω(λ) is indeed continuous in Ω . If
it is not, cancellations might occur which could reduce (or even remove) the peaks from
the percolating cluster. It is shown in Appendix B that indeed bc,Ω(λ) is not continuous but
the argument presented there also shows that a complete removal of peaks would seem an
extremely fortuitous cancellation. In order to check these results we have performed popu-
lation dynamics simulations of the integrated DSPC according to (17). We used population
sizes of 106 for Figs. 1, 2(a) and 3 and 8 × 106 for Fig. 2(b). The larger population size leads
to a decreased statistical error which is important in Fig. 2(b) since the fluctuations could
otherwise mask the small jump at Ω = 1. The fluctuations appear because the distributions
ac∗,Ω(λ) and bc,Ω(λ) are only approximated by the finite populations.

An example of the integrated density of states below the percolation threshold is shown
Fig. 1. The value of c = 0.0396548 . . . used here is related by the symmetry of (2) to c = 2
which appears in Fig. 2. This integrated density of states was not calculated from (18) (there
is no percolating cluster below the threshold) but instead from (56) in Appendix A which
holds for the total integrated density of states. Each small cluster contributes one null eigen-
value, hence the integrated density of states jumps from 0 to τtot(2c) = 1 − c ≈ 0.96 (the
number of clusters per site) at Ω = 0. For larger Ω , steps are visible at Ω = 1, Ω = 2, and
Ω = 3. However, it is clear from the solution in (11) and the coefficients zk that inbetween
these locations the integrated density of states consists of infinitely many jumps which can-
not be discerned on this scale (there is a jump whenever at least one of the zk is equal to 0).

Figure 2 shows the integrated DSPC directly at the critical point c = 1
2 and deep inside the

percolating regime at c = 2. Some jumps are clearly observed for c = 1
2 , and they are located

at the predicted positions. The most prominent ones occur at Ω = 1 where the coefficient

z = Ω
Ω−1 = ∞, or at Ω = 3±√

5
2 where z = Ω− Ω

Ω−1

Ω−1− Ω
Ω−1

= ∞. For c = 2 the integrated density

of states in Fig. 2 looks smooth. This is, however, not the case as the close-up in Fig. 2(b)
reveals. The jump at Ω = 1 which is very pronounced at c = 1

2 is also present at c = 2.
As another application of our method, we consider the asymptotic behaviour of the in-

tegrated density of states of the incipient percolating cluster at the percolation threshold



766 T. Aspelmeier, A. Zippelius

Fig. 2 Figure (a) (top) shows the
integrated density of states of the
percolating cluster at c = 1

2 and
c = 2. (b) (bottom) shows an
enlargement of the curve for
c = 2 around Ω = 1

Fig. 3 Logarithmic plot of the
integrated density of states of the
percolating cluster at c = 1

2

c = 1
2 . In Fig. 3 it is shown that for small Ω the integrated DSPC goes as Δperc ∼ Ω2/3. To

the best of our knowledge, this has never been observed before in the literature. This result
is in complete agreement with the Alexander-Orbach conjecture [15] according to which the
integrated density of states of the incipient percolating cluster on finite dimensional lattices
for small Ω goes with an exponent equal to one half of the spectral dimension of the giant
cluster, which was suggested by Alexander and Orbach to be 4/3. The Alexander-Orbach
conjecture is known to hold on hypercubic lattices of sufficiently high dimension for both
percolation and oriented percolation [16, 17], but does not seem to hold in all dimensions.
In addition it was shown for percolation on regular trees and the Bethe lattice [18, 19].
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Appendix A: Integrated Density of States

This section is intended to show how to derive the central equation (18). The density of
states is given by

D(Ω) = 1

π
lim

N→∞
lim
ε↘0

�G(Ω + iε)

with

G(Ω) = 1

N
Tr

1

Ω − Γ
= − 2

N

∂

∂Ω
logZ(Ω)

= − lim
n→0

2

Nn

∂

∂Ω
logZn(Ω) (20)

and the “partition function” Z(Ω) = det−1/2(Ω − Γ ). The integrated density of states is
therefore

Δ(Ω) =
∫ Ω

0
dΩ ′ D(Ω ′) = 1

π
lim

N→∞
lim
ε↘0

�H(Ω + iε) + const. (21)

with

H(Ω) = − 2

N
logZ(Ω) = − lim

ε→0
lim
n→0

2

Nn
logZn(Ω + iε). (22)

The averaged replicated partition function is given by [3, 10]

Zn(Ω) = exp
(−NF(Ω)

)

= exp

(

−N

(
1

2

∫
dnx e− i

2 Ωx2+gΩ(x)gΩ(x)
∫

dnx e− i
2 Ωx2+gΩ(x)

+ c − log
∫

dnx

(2π)n/2
e− i

2 Ωx2+gΩ(x)

))

, (23)

where gΩ(x) is the solution of the saddle point equation

gΩ(x) = 2c

∫
dnx ′ e− i

2 Ωx′2+gΩ(x′)− i
2 (x−x′)2

∫
dnx ′ e− i

2 Ωx′2+gΩ(x′)
.

This equation becomes, assuming a replica symmetric gΩ(x) = gΩ(|x|) =: gΩ(r),

gΩ(r) = 2c
(2π)n/2

Sn

∫
dr ′ r ′n−1(rr ′)1− n

2 Jn
2 −1(rr

′)e− i
2 Ωr ′2− i

2 r2− i
2 r ′2+gΩ(r ′)

∫
dr ′ r ′n−1e− i

2 Ωr ′2+gΩ(r ′)
, (24)

where Sn = 2πn/2

Γ ( n
2 )

is the surface area of the n-dimensional unit sphere.
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In order to calculate H(Ω), we need limn→0
1
n
F (Ω), therefore we must expand the ex-

ponent in (23) in n. To this end, it will be necessary to calculate integrals of the form

∫ ∞

0

dr

(2π)n/2
rn−1Snf (r),

where the function f (r) is also a function of n. We assume that it can be expanded in n as

f (r) =
∞∑

k=0

nkfk(r).

Then we have, for arbitrary a > 0,

∫ ∞

0

dr

(2π)n/2
rn−1Snf (r) =

∫ ∞

0

dr

(2π)n/2
rn−1Sn

∞∑

k=0

nkfk(r) (25)

=
∫ ∞

0

dr

(2π)n/2
rn−1Sn

∞∑

k=0

nk
(
fk(r) − fk(0)e−ar2/2

)

+
∫ ∞

0

dr

(2π)n/2
rn−1Sn

∞∑

k=0

nkfk(0)e−ar2/2 (26)

= 2

Γ (n
2 )2n/2

∞∑

k=0

nk

∫ ∞

0

dr

r
en log r

(
fk(r) − fk(0)e−ar2/2

)

+ 2

Γ (n
2 )2n/2

∞∑

k=0

nk

∫ ∞

0
dr rn−1e−ar2/2fk(0) (27)

= 2

Γ (n
2 )2n/2

∞∑

k=0

nk

∫ ∞

0

dr

r
en log r

(
fk(r) − fk(0)e−ar2/2

)

+ 2

Γ (n
2 )2n/2

∞∑

k=0

nk 1

2

(
2

a

)n/2

Γ

(
n

2

)

fk(0) (28)

= n

∫ ∞

0

dr

r

(
f0(r) − f0(0)e−ar2/2

) + O(n2)

+ f0(0) − n

2
f0(0) loga + nf1(0) + O(n2). (29)

The term fk(0)e−ar2/2 involving the constant a has been introduced to avoid problems with
the divergence of the integrals at the lower boundary. The result is valid for any positive
value of a such that we may later choose a to our convenience, if necessary. Note that this
result involves f1(0), which stems from the next-to-leading order in the n-expansion. For
the ordinary calculation of G(Ω) such terms do not appear. Here, for H(Ω), however, they
will turn out to be crucial.

We can now calculate the integrals in (23). For the numerator of the first term of F(Ω)

we have

f (r) = e− i
2 Ωr2+gΩ(r)gΩ(r) (30)
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= e− i
2 Ωr2+gΩ

0 (r)(1 + ngΩ
1 (r) + · · ·)(gΩ

0 (r) + ngΩ
1 (r) + · · ·) (31)

= e− i
2 Ωr2+gΩ

0 (r)(gΩ
0 (r) + ngΩ

1 (r)(1 + gΩ
0 (r)) + O(n2)) (32)

expanding gΩ(r) = ∑∞
k=0 nkgΩ

k (r). Therefore
∫

dnx

(2π)n/2
e− i

2 Ωx2+gΩ(x)gΩ(x)

= f0(0) + n

[∫ ∞

0

dr

r

(
f0(r) − f0(0)e−ar2/2

) − 1

2
f0(0) loga + f1(0)

]

+ O(n2) (33)

= egΩ
0 (0)

(

gΩ
0 (0) + n

[∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−gΩ

0 (0)gΩ
0 (r) − gΩ

0 (0)e−ar2/2
)

− 1

2
loga + gΩ

1 (0)
(
1 + gΩ

0 (0)
)
])

+ O(n2). (34)

For the denominator we get likewise

f (r) = e− i
2 Ωr2+gΩ(r) (35)

= e− i
2 Ωr2+gΩ

0 (r)
(
1 + ngΩ

1 (r) + O(n2)
)

(36)

and thus
∫

dnx

(2π)n/2
e− i

2 Ωx2+gΩ(x) = egΩ
0 (0)

(

1 + n

[∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−gΩ

0 (0) − e−ar2/2
)

− 1

2
loga + gΩ

1 (0)

])

+ O(n2). (37)

Using these results, we get the following expression for F(Ω):

F(Ω)

= 1

2

(

gΩ
0 (0) + n

[∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−gΩ

0 (0)gΩ
0 (r) − gΩ

0 (0)e−ar2/2
)

− 1

2
loga + gΩ

1 (0)
(
1 + gΩ

0 (0)
)
]

+ O(n2)

)

×
(

1 + n

[∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−gΩ

0 (0) − e−ar2/2
) − 1

2
loga + gΩ

1 (0)

]

+ O(n2)

)−1

+ c − gΩ
0 − log

(

1 + n

[∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−gΩ

0 (0) − e−ar2/2
) − 1

2
loga + gΩ

1 (0)

]

+ O(n2)

)

(38)

= n

(

−1

2
gΩ

1 (0) + 1

2
loga − (c + 1)

∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−2c − e−ar2/2

)

+
∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−2cgΩ

0 (r) − 2ce−ar2/2
)
)

+ O(n2), (39)

employing the known fact that gΩ
0 (0) = 2c.
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We see that the missing piece of information is gΩ
1 (0). We must go back to (24) and use

it to calculate gΩ
1 (0). When we take the limit r → 0, then (rr ′)1−n/2Jn

2 −1(rr
′) → Sn

(2π)n/2 , so
the equation becomes

gΩ
0 (0) + ngΩ

1 (0) + · · ·

= 2c

∫ ∞
0

dr

(2π)n/2 Snr
n−1e− i

2 (Ω+1)r2+gΩ
0 (r)−gΩ

0 (0)(1 + ngΩ
1 (r) + · · ·)

∫ ∞
0

dr

(2π)n/2 Snrn−1e− i
2 Ωr2+gΩ

0 (r)−gΩ
0 (0)(1 + ngΩ

1 (r) + · · ·)
(40)

= 2c

(

1 + n

∫ ∞

0

dr

r

(
e− i

2 (Ω+1)r2+gΩ
0 (r)−gΩ

0 (0) − e− i
2 Ωr2+gΩ

0 (r)−gΩ
0 (0)

)
)

+ O(n2), (41)

such that

gΩ
1 (0) = 2c

∫ ∞

0

dr

r

(
e− i

2 (Ω+1)r2+gΩ
0 (r)−gΩ

0 (0) − e− i
2 Ωr2+gΩ

0 (r)−gΩ
0 (0)

)
. (42)

Inserting this into (39) gives

F(Ω) = n

(
1

2
loga − c

∫ ∞

0

dr

r

(
e− i

2 (Ω+1)r2+gΩ
0 (r)−2c − e−ar2/2

)

−
∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−2c − e−ar2/2

)

+
∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−2cgΩ

0 (r) − 2ce−ar2/2
)
)

. (43)

This is the final form of the “free energy” as it has been fully reduced to the quantity gΩ
0 (r).

Remember that the parameter a > 0 is arbitrary and will later disappear anyway upon taking
the imaginary value.

Now we need to express this in terms of the probability distribution ac,Ω(λ), in terms of
which gΩ

0 (r) can be written as

gΩ
0 (r) = 2c

∫ ∞

−∞
dac,Ω(λ) e− i

2 λr2
. (44)

We would like to express e− i
2 Ωr2+gΩ

0 (r) in a simple way using ac,Ω(λ), too. This is possible
via the following observation: The integral equation (24) (at n = 0) can be written as

gΩ
0 (r) = 2ce− i

2 r2 − 2ce− i
2 r2

∫ ∞

0
dr ′ rJ1(rr

′)e− i
2 (Ω+1)r ′2+gΩ

0 (r ′)−2c (45)

= 2ce− i
2 r2 − 2c

(
K e− i

2 (Ω+1)r ′2+gΩ
0 (r ′)−2c

)
(r), (46)

where K· is the linear integral operator

(K f )(r) = e− i
2 r2

∫ ∞

0
dr ′ rJ1(rr

′)f (r ′). (47)

Then

e− i
2 Ωr2+gΩ

0 (r)−2c =
(

K−1

(
1

2c
gΩ

0 (r ′) − e− i
2 r ′2

))

(r) (48)
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=
(

K−1
∫ ∞

−∞
dac,Ω(λ)

(
e− i

2 λr ′2 − e− i
2 r ′2)

)

(r) (49)

=
(

K−1
∫ ∞

−∞
dac,Ω(λ)

(
Ke− i

2
λ

1−λ
r ′′2)

(r ′)
)

(r) (50)

=
∫ ∞

−∞
dac,Ω(λ) e− i

2
λ

1−λ
r2

. (51)

Similarly,

e− i
2 (Ω+1)r2+gΩ

0 (r)−2c =
∫ ∞

−∞
dac,Ω(λ) e− i

2 ( z
1−z

+1)r2
. (52)

Let’s look at one of the integrals, e.g.

∫ ∞

0

dr

r

(
e− i

2 Ωr2+gΩ
0 (r)−2c − e−ar2/2

)

=
∫ ∞

0

dr

r

(∫ ∞

−∞
dac,Ω(λ) e− i

2 ( λ
1−λ

+1)r2 − e−ar2/2

)

. (53)

Ultimately, we will only be interested in the imaginary part of this. We can then forget about
the term containing a as it is real. Then

�
∫ ∞

0

dr

r
e− i

2 Ωr2+gΩ
0 (r)−2c =

∫ ∞

0

dr

r

∫ ∞

−∞
dac,Ω(λ) sin

(

−1

2

λ

1 − λ
r2

)

. (54)

Exchanging the order of integration and carrying out the integral over r , one gets

�
∫ ∞

0

dr

r
e− i

2 Ωr2+gΩ
0 (r)−2c =

∫ ∞

−∞
dac,Ω(λ)

π

4
sgn

(
λ

λ − 1

)

. (55)

Similar results hold for the other two types of integral.
Finally, we get for the integrated density of states

Δ(Ω) = 1

2

(∫ ∞

−∞
dac,Ω(λ) sgn

(
λ

λ − 1

)

+ c

∫ ∞

−∞
dac,Ω(λ) sgn

(
λ

λ − 1
− 1

)

− c

∫ ∞

−∞
dac,Ω(λ)dac,Ω(λ′) sgn

(
λ

λ − 1
− λ′

))

+ 1

2
. (56)

The constant of integration, i.e. the trailing 1
2 in the above equation, can be calculated as

follows. For c < 1
2 it is obvious from the definition of zn that in the limit Ω → −∞ all

zn tend to 1 from below. The evaluation of the integrals in (56) is then easy and gives − 1
2 ,

thus the constant of integration must be 1
2 since D(−∞) = 0. For c ≥ 1

2 a similar argument
holds, as the main body of the paper shows that in the limit that all zn ↑ 1, λ ↑ 1 as well.
Equation (56) can thus be evaluated as above, and the constant is again 1

2 .
Equation (56) is the equation for the total integrated density of states. We are interested in

the density of states of the percolating cluster, which can be obtained from this by subtracting
the part from the finite clusters. This can be done by evaluating (56) both at c ≥ 1

2 and at
the corresponding c∗ ≤ 1

2 and subtracting the latter from the former (suitably weighted).
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Decomposing ac,Ω(λ) into the two parts pertaining to the finite clusters at c∗ ≤ 1
2 and the

percolating cluster at c ≥ 1
2 ,

2cac,Ω(λ) = 2c∗ac∗,Ω(λ) + (2c − 2c∗)bc,Ω(λ), (57)

then yields (18) from the main text.

Appendix B: Non-Continuity of bc,Ω(λ)

In this section we discuss the question whether the population density bc,Ω(λ) is continuous
as a function of Ω or not. In Sect. 4 a simple argument was given to show that continuity
implies that localised eigenvalues of the percolating cluster lie dense. Here we will show that
bc,Ω(λ) is in fact not continuous. Nevertheless we conjecture that the localised eigenvalues
still lie dense since the cancellations that would have to occur to produce a gap appear
extremely fortuitous.

In order to judge whether bc,Ω(λ) is continuous, we examine the update rule λ = 1 −
1

1
1−z

+∑M
i=1 λi

contained in (17). Suppose Ω is such that it lies exactly at a pole of, say, zn (so

zn = ∞), then it follows from (12)–(13) that there are some n′ with zn′ = 1. In this case the
update rule shows that with finite probability (namely the probability that one of these n′ is
picked) λ = 1 is inserted into the population. Hence bc,Ω(λ) has a jump at λ = 1 as a function
of λ. This implies that other discrete values of λ are also present with finite probability. Take
for example the case that z = zn = ∞ is picked (which happens with finite probability),
and that only λi = 1 are chosen (the probability of which is finite as well, according to our
reasoning above), then obviously λ = 1 − 1

M
for M = 1,2, . . . are all generated with finite

probability. Among these is λ = 0. But when λ = 0 is present with finite probability, then
λ = zn′′ has finite probability for any n′′. Thus we see that all zn′′ from the finite clusters are
reproduced in the weight function bc,Ω(λ) of the percolating cluster, although with different
weights. Of course, as mentioned above, this is only true when Ω lies at a pole of some zn.
However, it shows that bc,Ω(λ) is not continuous as a function of Ω since (at least) zn moves
across ∞ as Ω is varied across the pole of zn such that a finite amount of weight is shifted
from −∞ to +∞ in the λ population, resulting in a jump in bc,Ω(λ) for any fixed λ.
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