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On the temperature dependence of electronically non-adiabatic

vibrational energy transfer in molecule–surface collisions

Daniel Matsiev,a Zhisheng Li,a Russell Cooper,ab Igor Rahinov,ac

Christof Bartels,
ab

Daniel J. Auerbach
ad

and Alec M. Wodtke*
abe

Received 4th August 2010, Accepted 1st October 2010

DOI: 10.1039/c0cp01418d

Here we extend a recently introduced state-to-state kinetic model describing single- and

multi-quantum vibrational excitation of molecular beams of NO scattering from a Au(111) metal

surface. We derive an analytical expression for the rate of electronically non-adiabatic vibrational

energy transfer, which is then employed in the analysis of the temperature dependence of the

kinetics of direct overtone and two-step sequential energy transfer mechanisms. We show that the

Arrhenius surface temperature dependence for vibrational excitation probability reported in many

previous studies emerges as a low temperature limit of a more general solution that describes

the approach to thermal equilibrium in the limit of infinite interaction time and that the

pre-exponential term of the Arrhenius expression can be used not only to distinguish between

the direct overtone and sequential mechanisms, but also to deduce their relative contributions.

We also apply the analytical expression for the vibrational energy transfer rates introduced in

this work to the full kinetic model and obtain an excellent fit to experimental data, the results

of which show how to extract numerical values of the molecule–surface coupling strength

and its fundamental properties.

1. Introduction

Chemical reactivity at metal surfaces plays an important role

in the modern industrial world. Understanding of fundamental

energy transfer processes between molecular and solid surface

degrees of freedom contributes to our ability to develop new

materials, catalysts, and synthetic routes. Among all possible

pathways for energy exchange, coupling of the nuclear vibra-

tional motion to electronic excitations in metals is still one of

the least understood and is in fact often neglected. Since

the pioneering work of Rettner et al.,1 where direct single-

quantum vibrational excitation of NO was detected in collisions

with Ag(111), such electronically non-adiabatic vibrational

energy transfer at metal surfaces has been observed experi-

mentally in several systems.2–4 Electronically mediated single-

quantum vibrational energy transfer (and, more generally,

the underlying molecule–surface charge transfer) was also a

subject of significant theoretical effort.5–16

In a recent paper17 we reported observations of electronically

non-adiabatic multi-quantum vibrational excitation in NO

collisions with Au(111), where absolute vibrational excitation

probabilities of NO(v = 0 - 1, 2) were measured as a

function of surface temperature, and a state-to-state kinetic

model was introduced to help interpret the experimental data.

That model assumed the rates of the energy transfer kvv0 to be

proportional to the number of excited electron–hole pairs

whose excitation energy matches the vibrational spacing of

the molecule, leading to expressions of the following type:

kvv0 ¼ xvv0
Z

rðeÞf ðTS; eÞrðe� Evv0 Þ½1� f ðTS; e� Evv0 Þ�de

ð1Þ

where v and v0 are the vibrational quantum numbers of the

initial and final vibrational states, Evv0 = �ho0 � (v0 � v) is the

transferred vibrational energy, r(e) is the density of electronic

states, f(TS, e) is the Fermi–Dirac probability distribution at

the surface temperature TS, and xvv0 is a temperature independent

coefficient that represents the electronically non-adiabatic

interactions between the gas molecule and the metal surface.

The model further assumes that the population of vibrationally

excited NO(v = 1, 2) is determined by a dynamic approach to

equilibrium with the surface controlled by rates of excitation

given by (1), leading to a system of linear rate equations

dnv0 ðt;TSÞ
dt

¼
X

kvv0nv;v0 ðt;TSÞ ð2Þ

By adjusting the values of xvv0, the solutions of (2) provided an

excellent fit to the experimental data, quantitatively reproducing

the observed surface temperature dependence for both

v = 0 - 1 and 2 vibrationally inelastic channels. In our

previous work the rate constant integrals (1) were evaluated

numerically, thus masking in some ways a clear analysis of the

temperature dependence.

In this work we derive a fully analytical version of the above

described state-to-state model. This allows us to understand
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the emergence of the previously proposed and experimentally

observed Arrhenius dependence of the absolute vibrational

excitation probability P on surface temperature1,18,19

P ¼ Ae
�
DEvib
kbTS ð3Þ

from the kinetic model, examine the Arrhenius pre-exponents

as a function of the interaction time and the surface tempera-

ture, and to discover the departure from the Arrhenius

behavior at high temperatures. This analysis also allows us

to determine the relative importance of direct two-quantum

and sequential single-quantum excitation pathways, where

the latter proceeds via an intermediate NO(v = 1) state to

NO(v = 2). Furthermore, this analysis makes it possible to

relate the observed absolute vibrational excitation probabilities

to the strength of electronically non-adiabatic coupling.

2. Experimental

The experimental observations that provide motivation for

this work were recently presented in ref. 17. Briefly, pulsed

supersonic molecular beams of NO were scattered from a single

crystal Au(111) surface in an ultra-high vacuum apparatus20

and quantum state specific REMPI spectroscopy was carried

out on both incident and scattered beams. With proper

corrections for all relevant experimental differences between

scattered and incident beams (such as temporal and angular

distributions, Franck–Condon factors, laser power, detector

gain, etc.), the ratios of REMPI intensities yield absolute

vibrational excitation probabilities, which were measured at

several surface temperatures between 300 and 1000 K at an

incidence kinetic energy of 0.9 eV.

3. Comments on ref. 17

The most fascinating aspect of this experimental work is

arguably the observation of concurrent single- and multi-

quantum vibrational excitation, where absolute excitation

probabilities as high as 2.5% for NO(v = 0 - 1) and

0.15% for NO(v = 0 - 2) were measured. Both channels

exhibit an Arrhenius dependence on TS, see Fig. 1. Specifically,

the data points are confined to a straight line with the slope—

effective Arrhenius activation energy—given by the magnitude

of the transferred vibrational energy, 0.236 (Dv = 1) and

0.472 eV (Dv = 2). We may also derive Arrhenius pre-

exponential factors from these experiments, 0.38 (Dv = 1)

and 0.46 (Dv = 2), see Fig. 1. The narrow angular distributions

of the scattered vibrationally excited molecules17 indicate

direct scattering and no trapping-desorption. Collision times

under these conditions are expected to be less than a

picosecond.

Arrhenius TS dependence (3) such as shown in Fig. 1 has

been previously recognized as a signature of an electronically

non-adiabatic energy transfer mediated by free electrons in the

metal surface.1,18,19,21 However, a complete interpretation of

the physical meaning of the Arrhenius parameters derived

from experiment has been lacking.

A number of general points are worth mentioning. In this

mechanism, the final vibrational energy in the scattered NO

molecules comes from thermally excited electron–hole pairs of

the surface and not from initial NO translational energy. Thus,

it is interesting to compare the absolute excitation probabilities

for NO(v = 1) and NO(v = 2) obtained in ref. 17 to the

expected values should the NO molecules achieve complete

thermalization with the surface. This thermal limit represents

the maximum excitation probability possible by this mecha-

nism as long as molecules are in thermal equilibrium with the

surface. It is immediately clear that an Arrhenius dependence

on TS is incompatible with the thermal limit. However, the

analytical representation of our rate equation model presented

below allows us to show that the Arrhenius TS dependence is

the low TS limit of a more general form that is compatible with

the high temperature thermal limit.

We will also show that the Arrhenius pre-exponential

contains interesting information that can be interpreted in

terms of an overtone excitation mechanism for producing

NO(v = 2). Here we distinguish between collisions where

NO(v= 2) is produced directly from NO(v= 0) and collisions

where sequential up-pumping via NO(v = 1) takes place.

Through a proper understanding of the analytical expressions

derived here, it is even possible to derive the relative importance

of the overtone vs. the sequential mechanism from experi-

mentally derived Arrhenius parameters.

4. The rate of vibrational energy transfer

Our approach to electronically mediated vibrational excitation

and relaxation in gas–metal surface collisions is based on ideas

similar or identical to those used previously to describe energy

transfer in such processes as: (1) inelastic scattering of electrons

from diatomic molecules,22,23 (2) lifetime broadening of

vibrational lines of CO molecules adsorbed on a Cu(100)

Fig. 1 Arrhenius plot of the absolute vibrational excitation probabilities

of NO(v = 0 - 1) and NO(v = 0 - 2) surface temperature

dependence. Scattered symbols denote experimental data; solid lines

represent the full kinetic model fit (see section 5.3); dash-dot lines

show the canonical Arrhenius fits with Ea = 0.236 eV, A01 = 0.38 and

Ea = 0.472 eV, A02 = 0.46 for NO(v = 1) and (v = 2) respectively.17
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surface,24,25 (3) atomic and molecular sticking to metal

surfaces,26–31 and (4) single-quantum vibrational excitation

in gas–metal collisions.5

In essence, the mechanism of energy transfer is presumed to

be hopping of electrons from the metal surface to the lowest

unoccupied molecular orbital (LUMO) of the molecule, which

becomes energetically accessible at some critical molecule–

surface distance. At this distance, the molecular affinity level

|ai with energy ea(z) approaches the energy of the Fermi level

due to Coulomb image charge stabilization (and broadening)

as depicted in Fig. 2.

When |ai is energetically near the Fermi level, the molecule

can form a short-lived anionic state by resonantly accommodating

an electron from the surface in the LUMO. The rapid return of

the electron to the metal results in lifetime broadening of |ai,
which decreases with distance from the surface. It is con-

ceivable that such a charge transfer event can either excite or

relax the vibrational degree of freedom of the molecule,

depending on the precise energies of the initial |ii and final

|ki states of the exchanged electron in the metal.

The overall rate kvv0 of such an energy transfer process

was calculated by Persson and Persson24 to describe single-

quantum vibrational relaxation of CO adsorbed on Cu(100)

by applying the first order time dependent perturbation theory

and using Fermi’s Golden Rule as

knn0 ¼
2p
�h

X
i;k

jhinjH 0jkn0ij2dðei � ek � �ho0Þ ð4Þ

where v and v0 are initial and final vibrational states of the

molecule, ei and ek are energies of the initial |ii and final |ki
electronic states in the metal, o0 is the vibrational frequency,

and H0 is the perturbation corresponding to the Anderson–

Newns type electronic Hamiltonian32,33 of the system.

Here we propose that the same basic physical mechanism

governs both excitation and relaxation, and that expression (4)

is valid quite generally—not only for single-quantum, but also

for a direct multi-quantum vibrational energy transfer. In

passing we point out that whether such a perturbation theory

based approach could be used to describe the multi-quantum

vibrational relaxation of ref. 34 remains an open question.

Following the analysis of ref. 24 and expanding upon it to

take into account the finite temperature of the surface by

incorporating the Fermi–Dirac distribution function for the

electrons in the conduction band of the metal, we obtain

the following expression for the rate of vibrational energy

transfer

kvv0 ¼ av0v
Evv0

eEnn0=kbTS � 1
with avv0 ¼

2p
�h
l2vv0r

2
a ð5Þ

where Evv0 is the vibrational energy change of the molecular

oscillator, lvv0 is the coupling constant describing the interaction
between the electronic occupation of the affinity level |ai and
the vibrational degree of freedom of the molecule, and ra is the
density of states projected onto the molecular affinity level |ai,
kb is the Boltzmann constant, and TS is the temperature of the

surface. See Appendix A for details.

Due to the inherent symmetry of Fermi’s Golden Rule,

eqn (4), with respect to the choice of the initial and final states

|ii and |ki, it is clear that the sign of Evv0 in the expression (5)

determines whether it describes the rate of vibrational excitation

(positive) or relaxation (negative). Likewise, the coefficients avv0
and av0v are taken to be equal, which reflects microscopic

reversibility.

Comparing eqn (1) and (5) we may relate the state-to-state

kinetic model of ref. 17 to Fermi’s Golden Rule. Indeed,

evaluation of the sums in Fermi’s Golden Rule (4) leads to

integrals identical to (1) with the assumption that the coupling

constant does not depend strongly on energy. In order to

evaluate these analytically, the density of states functions

were carried outside of the integral in eqn (5). This is justified

on the basis that the density of states varies slowly with

energy and can thus be treated as a constant over the energy

range where electron–hole pairs involved in the energy transfer

are found. Therefore, the expression for the rate constants

(5) can be used within the kinetic model of vibrational

energy transfer (2) introduced in ref. 17 as will be shown

below.

The surface temperature dependence of the vibrational

excitation (a) and relaxation (b) rates given by eqn (5) are

shown in Fig. 3 as solid lines. Here, we show the case of single-

quantum vibrational energy transfer between NO(v = 0) and

NO(v = 1) with Evv0 = 0.236 eV (and avv0 = av0v = 1 for

convenience).

To facilitate the analysis of expression (5), it is convenient to

consider limiting cases of low and high surface temperatures,

relative to the vibrational spacing, which are also shown in

Fig. 3 as dash-dotted and dashed lines, respectively.

Evv040 and kbTS � Evv0 ! kvv0 � avv0Evv0e
�

Ev0v
kbTS ð6aÞ

Evv040 and

kbTS � Evv0 ! kvv0 � avv0kbTS �
avv0Evv0

2
þ avv0E2

vv0

12kbTS

ð6bÞ

Fig. 2 Energy as a function of molecule–surface distance. Hatched

area depicts conduction electrons (with the positive image charge) as

the product of the Fermi–Dirac function (with the Fermi level EF) and

the three-dimensional density of states; F is the work function of the

metal surface; |ai is the stabilized and broadened affinity level; |ii and
|ki are the initial and final electronic states in the metal. See Section 4.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

G
oe

tti
ng

en
  o

n 
15

 M
ar

ch
 2

01
3

Pu
bl

is
he

d 
on

 0
3 

N
ov

em
be

r 
20

10
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
0C

P0
14

18
D

View Article Online

http://dx.doi.org/10.1039/c0cp01418d


8156 Phys. Chem. Chem. Phys., 2011, 13, 8153–8162 This journal is c the Owner Societies 2011

Evv0o0 and

kbTS � Evv0 ! kv0v � avv0Evv0 1þ e
�
Ev0v
kbTS

0
@

1
A ð6cÞ

Evv0o0 and

kbTS � Evv0 ! kv0v � avv0kbTS þ
avv0Evv0

2
þ avv0E2

vv0

12kbTS

ð6dÞ

Eqn (6) are obtained by approximating the denominator in (5)

appropriately (e.g. by comparing the exponential term to unity

and using its Taylor series expansion) and setting Evv0 = |Evv0|

so that it is always positive (here and through the rest of the

equations in the paper).

As is clear from Fig. 3, the limiting low temperature case is

well described by an Arrhenius form given by (6a) and (6c) for

the rates of excitation and relaxation, respectively. In the

event of vibrational excitation with Evv0 > 0, the rate given

by (5) and approximated by (6a) vanishes at zero surface

temperature—in accord with the idea of thermally excited

electron–hole pairs being the source and mediator of the

vibrational energy transfer—and grows in the Arrhenius

fashion with surface temperature. In contrast, the rate of

vibrational relaxation given by (5) with Evv0 o 0 and approxi-

mated by (6c) converges to a non-zero value when TS

approaches zero, which is identical to the result obtained by

Persson and Persson.24

At higher temperatures (TS > 1100 K) the approximate

Arrhenius form begins to fail, as it leads to saturation, while

the complete expression (5) exhibits the expected continuing

linear growth (with the slope independent of the vibrational

energy Evv0) of both excitation and relaxation rates, see Fig. 3,

and is well approximated by (6b) and (6d) for excitation and

relaxation, respectively. Note that the inverse temperature

term in (6b) and (6d) vanishes in the high temperature limit.

For the discussion of the highest temperature where expression

(5) is still valid, see Appendix A.

Expression (5) suggests the same functional form of the

temperature dependence for both excitation and relaxation

rates with a temperature independent difference between the

two. Indeed, it can be immediately obtained from (5) that

kv0v � kvv0 = aEvv0 (7)

Essentially, this result originates from the symmetry of

the Fermi–Dirac distributions for the electrons (promoting

excitation) and corresponding holes (facilitating relaxation) as

the number of both grows with the temperature in the same

manner. This result suggests another interesting experiment,

namely to test if this intrinsic and simple relationship between

the quantitative excitation and relaxation probabilities can be

observed.

Another appealing feature of the expression for the

vibrational energy transfer rates (5) is that the excitation and

relaxation rate constants it prescribes satisfy the principle of

detailed balance. As is readily seen from (5), the ratio of the

rates yields the Boltzmann factor:

kvv0

kv0v
¼ e

�
Evv0
kbTS ð8Þ

This property of the analytical expression for the vibrational

energy transfer rates (5) establishes a condition necessary for a

system of rate equations describing the kinetics of processes (2)

to provide solutions that approach thermal equilibrium at

infinite interaction time. Thus, the essential identity between

(1) and (5) that was already mentioned above is the reason why

the numerical solutions of (2) demonstrated by Cooper et al.17

lead to thermal equilibrium at infinite time.

5. Kinetics and absolute excitation probabilities

One of the major ideas leading to the kinetic model introduced

in our previous paper on the subject17 is that the absolute

vibrational excitation probability is determined by a competition

of simultaneous excitation and relaxation events occurring

during the interaction time while the molecules stay in the

interaction region in the vicinity of the surface. This approach

led to construction of a system of linear differential rate

equations in the form of (2), the solution of which was

used to describe the time and surface temperature depen-

dence of the experimentally observed excitation probabilities.

Here we revisit this kinetic approach, this time using the

analytical expression for the rate constants (5) introduced

in this work. This allows us to evaluate features of direct

overtone and sequential mechanisms in NO(v = 0 - 1, 2)

multi-quantum vibrational excitation and compare to

experiment.

5.1 Single-step excitation: NO(v=0- 1) and NO(v=0- 2)

In order to kinetically describe a single-step mechanism of

vibrational excitation, we first consider a dynamic process

where ground state NO(v = 0) molecules are continuously

excited with the rate k01 to the first vibrational state NO(v= 1),

and where excited state molecules relax with the rate k10 back

down to the ground state:

NOðv ¼ 0Þ !k01;k10 NOðv ¼ 1Þ ð9Þ

Fig. 3 Temperature dependence of the vibrational energy transfer

rates given by the expression (5) (solid lines) and its approximations

(6a)–(6d) for low (dash-dot line) and high (dashed line) temperature

limits. Note the clear departure from the Arrhenius form at B1100 K.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

G
oe

tti
ng

en
  o

n 
15

 M
ar

ch
 2

01
3

Pu
bl

is
he

d 
on

 0
3 

N
ov

em
be

r 
20

10
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
0C

P0
14

18
D

View Article Online

http://dx.doi.org/10.1039/c0cp01418d


This journal is c the Owner Societies 2011 Phys. Chem. Chem. Phys., 2011, 13, 8153–8162 8157

The differential rate equations for such a process can be written

in the form (2) as

dn0/dt = k10n1 � k01n0, dn1/dt = k01n0 � k10n1 (10)

where n0 and n1 are the numbers of molecules in the ground

and excited states, respectively. Solutions of (10) can be

immediately obtained analytically, leading to the following

expression for the n1(t)/n0(t = 0) ratio observed in the

experiments:

n1ðtÞ
n0ðt ¼ 0Þ ¼

k01

k01 þ k10
ð1� e�ðk01þk10ÞtÞ ð11Þ

Now we can substitute expression (5) derived above for the

rates k01 and k10. This leads to eqn (12), which gives the

absolute vibrational excitation probability Pvv0 as a function of

the interaction time t and surface temperature TS:

Pvv0 ¼
n1ðtÞ

n0ðt ¼ 0Þ ¼
1� e

�a
vv0 Evv0 coth

E
vv0

2kbTS

� �
t

1þ e
E
vv0

kbTS

ð12Þ

To discuss the properties of expression (12) it is again convenient

to examine the limiting cases of short and long interaction

times and low and high surface temperatures. Using the same

approximations for the exponential terms as in (6a)–(6d) and

by recognizing that the coth function can be represented by the

inverse of its argument (the first term of its Taylor series

expansion) and unity in cases of high and low temperatures,

respectively, we obtain

t� 1=kvv0 and

kbTS � Evv0 ! Pvv0 � kvv0 t ¼ avv0Evv0 te
�
Evv0
kbTS

ð13aÞ

t� 1=kvv0 and

kbTS � Evv0 ! Pvv0 � kvv0 t

¼ avv0kbTS �
avv0Evv0

2
þ avv0E2

vv0

12kbTS

� �
t

ð13bÞ

t!1 and kbTS � Evv0 ! Pvv0 � e
�
Evv0
kbTS ð13cÞ

t!1 and kbTS � Evv0 ! Pvv0 � 1=2 ð13dÞ

The physical meaning of these results can be immediately

understood. In the limits of short interaction times and low

surface temperature, the excitation probability given by (12) is

well approximated by an Arrhenius form of (13a)—see Fig. 4

where the exact solution (12) is plotted together with approxi-

mations (13a) and (13b) as a function of temperature for three

arbitrarily chosen short interaction times. As the temperature

of the surface becomes larger, the Arrhenius behavior breaks

down, and the linear temperature dependence takes over,

according to approximation (13b).

The pre-exponent of this Arrhenius form, as essentially

given by the numerator of (12), is almost independent of the

temperature of the surface, and its dependence on the inter-

action time is shown in Fig. 5. The pre-exponent starts off

linearly at short times as suggested by (13a) and approaches a

limiting value of unity given by (13c) as the interaction time

goes to infinity. This limiting value represents the system

coming to thermal equilibrium.

Fig. 6 and 7 illustrate the approach to thermal equilibrium

where the exact solutions, eqn (12), are plotted as a function of

the interaction time and surface temperature, respectively,

approaching the maximum possible value of 1
2
given by (13d).

It is thus clear that the Arrhenius surface tempera-

ture dependence of the single-quantum vibrational excitation

probability observed experimentally1,17–19 can be reproduced

by a kinetic model (9)–(10) with the analytical expression (5)

for the rate of electronically mediated vibrational energy

transfer introduced in this work.

Considering the specific case of NO molecules with

E01= 0.236 eV and the experimentally studied surface tempera-

ture range from 300 to 1000 K the condition kbTS { E01 is

fulfilled, expression (12) is well approximated by (13a) giving

Fig. 4 Vibrational excitation probability of the single-step mechanism

(9) as a function of surface temperature (low TS and short t limit) for

three arbitrary t1 o t2 o t3. Solid line: the exact solution (12); dash line:

high temperature limit (13b); dash-dot line: low temperature limit. Note

that the Arrhenius form breaks down at temperatures TS > 1100 K.

Fig. 5 Dependence of the low temperature limit Arrhenius pre-

exponent of the vibrational excitation probability of the single-step

mechanism (9) on the interaction time. At short interaction times the

linear growth from zero is given by (13a), followed by saturation to

unity given by (12).
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rise to Arrhenius behavior in the surface temperature dependence,

see Fig. 1. To see deviations from the Arrhenius behavior,

temperatures higher than 1100 K would be required.

As the expression for the vibrational energy transfer rate (5)

is postulated to be valid for both single- and multi-quantum

excitation, we conclude that expression (12) for the absolute

excitation probability can be directly applied to the case of

single-step direct overtone NO(v = 0 - 2) channel with

the vibrational energy Evv0 taken as E02 = 2 � �ho0 and the

corresponding coefficient avv0 = a02. Clearly, all expressions
for the limiting cases (13a) and (13b) hold for the overtone

channel as well, and one can expect (as seen in Fig. 1 experi-

mentally) to obtain an Arrhenius dependence on surface

temperature with the slope (effective activation energy) equal

to two vibrational quanta, and with the pre-exponent ranging

from zero to unity depending on the interaction time.

5.2 Sequential two-step excitation: NO(v = 0 - 1 - 2)

Multi-quantum vibrational excitation NO(v=0- 2) observed

in the experiments can occur not only directly via the overtone

excitation mechanism mentioned above, but also sequentially

by two single-quantum transitions through an intermediate

NO(v = 1) state. In order to compare both mechanisms,

we now briefly consider the kinetics of a two-step process,

such as

NOðv ¼ 0Þ !k01 ;k10 NOðv ¼ 1Þ !k12;k21 NOðv ¼ 2Þ ð14Þ

Here we shall assume that the rates of single-quantum vibra-

tional excitation and relaxation processes NO(v = 0 - 1) and

NO(v = 1 - 2) are equal, that is k12 = k01 and k21 = k10,

which is justified by the fact that derivation of the expressions

for the rates (4) and (5) does not depend on the specific

choice of initial and final vibrational states. In this case the

system of differential rate equations written in the form (2) is

given by

dn0/dt = k10n1 � k01n0

dn1/dt = k01n0 � k10n1 � k01n1 + k10n2 (15)

dn2/dt = k01n1 � k10n1

As in the previous case of direct single-step vibrational excita-

tion, the solutions of (15) provide analytical expressions for

the absolute vibrational excitation probabilities, but unlike

(12) these are too ungainly to be shown here explicitly.

Instead, we will consider just the limiting case of low tempera-

tures (as it corresponds to our experimental conditions) for

short and long interaction times:

t� 1=k01 and

kbTS � E01 ! P02 �
ðk01tÞ2

2
¼ 1

2
ða01E01tÞ2e

�2E01
kbTS

ð16aÞ

t!1 and kbTS � E01 ! P02 � e
�2E01
kbTS ð16bÞ

As we can see, in the case of the sequential NO(v=0- 1- 2)

excitation mechanism, an Arrhenius form with the activa-

tion energy Ea = 2 � E01 = 2 � �ho0 and time dependent

pre-exponent ranging from zero to unity for the vibrational

excitation probability as a function of surface temperature is

expected. Therefore, the experimentally observed Arrhenius

slope alone cannot be used to distinguish between the direct

overtone and the sequential, two-step mechanisms. On

the other hand, the pre-exponent of the sequential processes

is expected to be quite different for the two mechanisms—

compare (13a) and (16a)—and can be used to reveal the

excitation mechanism, provided we have some information on

the relationship between coefficients a01 and a02, a condition

that we will show below is fulfilled.

5.3 Full model and fit to experimental data

By allowing both direct single- and two-step sequential excita-

tion and relaxation processes to proceed concurrently, we can

assemble a system of differential rate equations like shown

Fig. 6 Vibrational excitation probability of the single-step mechanism,

(9) as a function of interaction time for several surface temperatures—

approach to thermal equilibrium. Solid lines: exact solutions (12)

plotted for several arbitrary temperatures; dash line: maximum thermal

equilibrium value at infinite surface temperature (13d).

Fig. 7 Vibrational excitation probability of a single-step mechanism

(9) as a function of surface temperature for several interaction times—

approach to thermal equilibrium. Solid lines: exact solutions (12);

dash-dot line: Arrhenius form at infinite time (13c); dash line: maximum

thermal equilibrium value (13d).
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above in (2) that combines all possible excitation and relaxation

pathways:

dn0/dt = k10n1 � k01n0 � k02n0 + k20n2

dn1/dt = k01n0 � k10n1 � k12n1 + k21n2 (17)

dn2/dt = k12n1 � k21n2 + k02n0 � k20n2

All rate constants kvv0 in (17) are given by the analytical

expression (5), and with the already mentioned assumptions

of avv0 = av0v (due to microscopic reversibility) and a01 = a12
(due to independence of the rates on the initial vibrational

state) can be written as

k01 ¼ k12 ¼
�ho0

e�ho0=kbTS � 1
; k10 ¼ k21 ¼

�ho0

1� e��ho0=kbTS
;

k02 ¼ b
2�ho0

e2�ho0=kbTS � 1
; k20 ¼ b

2�ho0

1� e�2�ho0=kbTS

ð18Þ

where coefficients avv0 are taken as follows:

a01 = a10 = a12 = a21 = 1, a02 = a20 = b � a01 (19)

and the factor b accounts for the relative importance of direct

single-step NO(v = 0 - 1) and overtone NO(v = 0 - 2)

excitation. With such a choice of numerical values for the

coefficients avv0 the solutions of (17) will be expressed in units

of time t given by

t = a01t (20)

Thus, with this approach the system of rate equations (17) has

just two unknown parameters, interaction time t and coupling

strength ratio b, and both of these can be obtained by

comparing the solutions of (17) to the experimentally obtained

surface temperature dependence of the absolute vibrational

excitation probabilities of NO(v = 1) and NO(v = 2).

In order to carry out such a fitting procedure, we first

solve the system of rate equations (17) to find the solutions

as functions n0(t, TS, b), n1(t, TS, b) and n2(t, TS, b) that

can be used to obtain corresponding excitation probabilities

P1(t, TS, b) and P2(t, TS, b) as

P1 ¼
n1ðt;TS; bÞ

n0ðt ¼ 0;TS; bÞ
and P2 ¼

n2ðt; TS; bÞ
n0ðt ¼ 0;TS; bÞ

ð21Þ

and then perform a global least squares fit on two experi-

mental data sets simultaneously using the same pair of t and b
as the adjustable parameters. This yields

teff = 1.94 (1/eV) and b = 0.68 (22)

The best fit results, P1(t, TS, b) and P2(t, TS, b) using

the values (22), are shown with the experimental data in

Fig. 1 as solid lines. As expected (see discussion of (13a)

and (16a) above), the temperature dependence of excitation

probabilities of both vibrational states obtained from the

global fit is practically indistinguishable from the canonical

Arrhenius fit (shown in Fig. 1 as dash-dot line), especially

given the scatter in the presently available experimental

data points.

As noted above, the numerical values of the effective inter-

action time t and the ratio b of coefficients (22) obtained in this

work are in a perfect agreement with those reported earlier.17

Here we would like to point out that although the model

has two adjustable parameters—interaction time teff and

coefficient ratio b—the fitting procedure does not allow for

much variability in the choice of these constants. Indeed, the

numbers for n1(t, TS, b) that represents NO(v = 1) excitation

probability are very insensitive to the value of the parameter

b—because n1(t, TS, b) is dominated by the direct production

of NO(v= 1) from NO(v= 0). Therefore, the interaction time

teff can be obtained with rather good precision assuming b= 1

from the P1(TS) dataset alone, and then the value of the factor

b can be adjusted using the P2(TS) dataset. This procedure can

be repeated recursively. We found that teff and b obtained with

just a single iteration are already within a few percent of the

values (22), enabling a very robust and easy global fitting

procedure.

6. Discussion

As shown above, the analytical expression (5) for the rates of

electronically mediated vibrational energy transfer introduced

in this work can be used to describe single- and multi-quantum

vibrational excitation of NO at Au(111) within the frame-

work of the kinetic model described earlier17 and revisited

in this work. Indeed, expression (5) conforms to the expected

values (zero and a constant, respectively) for these rates

at zero surface temperature, it correctly describes the

ratio of the excitation and relaxation rates to satisfy the

principle of detailed balance (8), and when used with

the kinetic model it provides a very good fit to all of the

available experimental data.

One of the most important features of expression (5) is that

(together with the kinetic model) it allows physical inter-

pretation of the Arrhenius form of the surface temperature

dependence, in particular, the pre-exponential factor, that has

long been an empirical hallmark of electronically non-adiabatic

vibrational energy transfer. Specifically, we may now state that

Arrhenius behavior is an approximation of a more general

solution, eqn (12), in the limit of low surface temperatures,

relative to vibrational spacing, see (13a) and (13c). Although

the exponential term with the activation energy equal to

the difference in energy between the vibrational states has

previously been suggested to arise from the thermal distri-

bution of electron–hole pairs in the metal,1 the nature of the

pre-exponential factor remained largely unexplored. Kinetic

analysis of the elementary excitation processes (9) and (14)

empowered by expression (5) carried out in this work not only

shows explicitly that the Arrhenius pre-exponential factor may

only assume values between zero and unity, but also provides

its functional dependence on vibrational energy Evv0, inter-

action time t, and electronic–vibrational coupling lvv0 with the

density of states ra via the coefficient avv0 for both direct

and sequential excitation mechanisms in the limit of short

interaction times, see (13a) and (16a).

This newly obtained knowledge on the Arrhenius pre-

exponential factors can be used at once to infer deeper under-

standing of the mechanism of the observed NO(v = 0 - 2)
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vibrational excitation. Indeed, it immediately follows

from comparison of (13a) and (16a) that if NO(v = 2) is

predominantly populated by a sequential mechanism, its

Arrhenius pre-exponent A012 is expected to be of the order of

A012 =
1
2
(A01)

2 = 1
2
(0.38)2 = 0.07 (23)

This value compares very poorly with the value of 0.46

derived from experiment. See Fig. 1 and its discussion

above. Thus, this result indicates that most of the excited

NO(v = 2) molecules are produced via the direct over-

tone excitation mechanism. This remarkably simple analysis

provides an elegant way to interpret the TS dependence

of vibrational excitation in a highly detailed mechanistic

fashion.

If direct overtone excitation dominates, both pre-exponents

A01 and A02 will be given by (13a), and from their ratio we

can estimate the relative magnitude of the coefficients a01
and a02 as

a02
a01
¼ 1

2

A02

A01
¼ 1

2
� 0:46

0:38
� 0:6 ð24Þ

This number compares very well with the value of 0.68

obtained for the same ratio from the global fit of the solutions

of the full kinetic model to the experimental temperature

dependence (22).

The small difference between the two values is likely due to

the fact that both excitation mechanisms (sequential and direct

overtone) contribute to the production of NO(v = 2). The

same line of analysis can be pushed a step further to roughly

estimate relative contributions of the direct overtone and

sequential single-quantum mechanisms to the entire amount

of the excited NO(v = 2) molecules measured in the experi-

ments. Let x and y be the corresponding fractions such that

x+ y= 1, and assuming interaction times are not too long we

can use expressions (13a) and (16a) to obtain the total amount

of NO(v = 2) as a sum

P02 ¼ xk02tþ y
ðk01tÞ2

2
¼ ½xa02t2�ho0 þ

y

2
ða01t�ho0Þ2�e

�2�ho0
kbTS

ð25Þ

Thus, the experimentally derived pre-exponent A02 and A01

are, respectively, given (from (13a) alone) by

xa02t2�ho0 þ
y

2
ða01t�ho0Þ2 ¼ 0:46 and a01t�ho0 ¼ 0:38

ð26Þ

and their ratio

0:46

0:38
¼ 2

a02
a01

xþ 0:38

2
y ð27Þ

Using the value for a02/a01 = 0.68 from (22) and solving (27)

together with x+ y= 1, we easily obtain the relative fractions

of the direct and sequential contributions to be, respectively

x E 0.86 and y E 0.14 (28)

This result quantifies the suggested17 dominance of the single-

step overtone process over the sequential single-quantum

mechanism of NO(v = 2) vibrational excitation.

The kinetic approach explored in this work has the potential

to become a general procedure for the analysis of experimental

data on electronically non-adiabatic vibrational energy transfer

for many systems. Especially attractive is the possibility to use

the effective interaction time teff obtained from fitting the

solutions of the appropriate rate equations such as (10), (15),

or (17) to the experimental data together with an independent

estimate for the interaction time to calculate the numerical

values of the coefficients avv0—which, in turn, provide a link

to estimating such fundamental properties of the studied

molecule–surface system as coupling between the electronic

occupation of LUMO and vibrational degree of freedom lvv0
and the density of electronic states in the metal projected onto

the molecular affinity level ra. For example, using the value of

turnaround time over twice the critical distance teff = 400 fs,35

using (20) and (22) we obtain

a01 = 4.85 � 1012 and a02 = 3.16 � 1012 (eV � s)�1 (29)

and then, from the definition of avv0 given by (5)

l01ra = 0.065 and l02ra = 0.044 (30)

Although additional work is required to draw conclusions

about the magnitude of these numbers, we remark that it is

useful that they are accessible within the kinetic analysis

employing the newly obtained expression (5) for the vibra-

tional transfer rates.

It is clear that the suggested general validity of the ideas

introduced in this work has to be tested further on as

many molecule–surface systems as possible. The electronically

non-adiabatic vibrational excitation data available for NO on

two other metals—Ag(111)1 and Cu(110)19—are already

controversial, as the reported excitation probabilities exhibit

Arrhenius pre-exponents larger than unity: 2.0 for NO/Ag and

1.3 for NO/Cu. According to the results of the kinetic analysis

above this would not be possible, as it implies the observed

populations of vibrationally excited product were larger than

the limit of thermal equilibrium with the surface. It is worth

noting that absolute excitation probability measurements are

remarkably difficult, and that this discrepancy may be due to

experimental problems. Furthermore, for the NO case the

experimental error bars would bring the data into the agree-

ment with the thermal limit. Alternatively it might be that a

certain fraction of the vibrational excitation results from a

translational to vibrational mechanism. More experiments are

surely needed to resolve this disagreement and to possibly

refine the proposed model.

In conclusion, we remark that the theoretical framework

introduced in this work allows for straightforward extension

to the case where electronically non-adiabatic coupling

parameters going into the rate constants expression (5) could

be considered to be a function of molecule–surface distance or

other degrees of freedom. This would make it possible to

recalculate the solutions of the appropriate kinetic rate

equations as an integral over molecular trajectories on a given

potential energy surface, which would further improve the

realism of the numerical values obtained from the analysis of

the experimental data.
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Summary

The kinetic model describing single- and multi-quantum

vibrational excitation of molecular beams of NO scattering

from Au(111) metal surfaces introduced in ref. 17 has been

further developed. An analytical expression for the rate of

electronically non-adiabatic vibrational energy transfer was

derived within the first order perturbation theory that is

using Fermi’s Golden Rule with a Newns-Anderson model

Hamiltonian for the molecule–surface system. This expression

was studied as a function of surface temperature in the limiting

cases of low and high temperatures yielding physically

meaningful results. Specifically, it predicts the same functional

form of the temperature dependence for both excitation and

relaxation rates with a temperature independent difference

between them. It was also shown to exhibit rates that satisfy

the principle of detailed balance. Furthermore, the newly

introduced expression allowed for an entirely analytical

analysis of the basic single- and two-step sequential kinetic

processes, from which the Arrhenius form of surface tempera-

ture dependence of the absolute vibrational excitation

probability was shown to emerge at the limit of low (compared

to the transferred vibrational energy) temperatures. The

pre-exponents of such Arrhenius functions were shown to

assume numerical values within the range from zero to unity

being a function of the effective interaction time, also derived

in this work—which allowed us to estimate the relative

contributions of direct overtone and sequential single-step

mechanism of vibrational excitation of NO(v = 2) to be

84% and 16%, respectively—consistent with the conclusions

of the previous analysis.17 The analytical expression for the

vibrational transfer rates was employed in the numerical

evaluation of the full kinetic model allowing for a combination

of both direct and sequential single- and multi-quantum

vibrational excitation providing an excellent fit to the experi-

mental data and yielding a pathway to obtain numerical values

for the strength of molecule–surface electronically non-adiabatic

coupling.

Appendix A

In essence, the evaluation of Fermi’s Golden rule for electronic

transitions coupled to the molecular vibrational degree of

freedom described here resembles very closely the line of

reasoning employed by Persson and Persson to calculate the

rate of vibrational relaxation of CO adsorbed on Cu(100).24

According to this, the rate of transitions between the initial |ii
and final |ki electronic states is

G ¼ 2p
�h
jhivjH 0jkv0ij2dðei � ek � Evv0 Þ ðA1Þ

where v and v0 are the initial and final vibrational states of the

molecule, ei and ek are energies of the initial |ii and final |ki
electronic states, Evv0 = �ho0� (v0 � v) is the vibrational energy

change, and H0 is the perturbation corresponding to the

Newns–Anderson electronic Hamiltonian32,33 of the system.

Designating the matrix element of the coupling between the

electronic occupation of the molecular LUMO and its

vibrational degree of freedom as lvv0 = |oiv|H0|kv0>|, (A1)

can be re-written as

G ¼ 2p
�h
l2vv0dðEi � Ek � Evv0 Þ ðA2Þ

The total rate of vibrational energy transfer will be given by a

sum of individual events given by (A2) over all possible initial

and final electronic states:

kvv0 ¼
2p
�h

X
i

X
k

l2vv0dðEi � Ek � Evv0 Þ ðA3Þ

To evaluate the sums in (A3) we will use the concept of density

of states r(E) defined as the number of states per energy

interval such that when multiplied by the probability of

occupation of a state given by the Fermi–Dirac distribution

function f(E) it gives the number of occupied states in that

energy range:

N(E + dE) = r(E)f(E)dE (A4)

The number of terms in the sums of (A3) will be given by the

number of occupied states |ii and empty states |ki, and thus

sums in (A3) can be replaced with integrals as follows:

kvv0 ¼
2p
�h

Z1

0

dEi �
Z1

0

dEkl
2
vv0rðEiÞrðEkÞf ðEiÞð1� f ðEkÞÞ

� dðEi � Ek � Evv0 Þ

ðA5Þ

To simplify evaluation of the integrals in (A5) we realize that

the coupling matrix element lvv0 does not depend on energy

strongly and can be taken out of the integral. Similarly, we

acknowledge that the density of states r(E) is a much slower

function of energy compared to f(E) and can be taken as

constant and moved in front of the integral as well, yielding

kvv0 ¼
2p
�h
l2vv0rirk

Z1

0

dEi

Z1

0

dEkf ðEiÞð1� f ðEkÞÞdðEi�Ek�Evv0 Þ

ðA6Þ

Further on, the delta function reduces the integrals in (A6) to

kvv0 ¼
2p
�h
l2vv0rirk

Z1

0

f ðEÞð1� f ðE�Evv0 ÞÞdE ðA7Þ

or

kvv0 ¼ avv0
Z1

0

f ðEÞð1� f ðE�Evv0 ÞÞdE with avv0 �
2p
�h
l2vv0r

2

ðA8Þ

The integral in (A8) can be taken analytically using the

following algebraic equality:

f ðEÞð1� f ðE�Evv0 ÞÞ ¼
f ðEÞ� f ðE�Evv0 Þ

1� eEvv0=kbTS

ðA9Þ
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which reduces (A8) to

kvv0 ¼
a

1� eEvv0=kbTS

Z1

0

½f ðEÞ� f ðE�Evv0 Þ�dE ðA10Þ

The integral in the above can be taken exactly:

Z1

0

½f ðEÞ� f ðE�Evv0 Þ�dE¼ kbTS ln
1þ e

�EF=kbTS

e
�EF=kbTS þ e

Enn0 =kbTS

ðA11Þ

and can be approximated as

Z1

0

½f ðEÞ� f ðE�Evv0 Þ�dE��Evv0 ðA12Þ

when

kbTS { EF (A13)

Substituting (A12) into (A10) we obtain the final expression

for the total vibrational energy transfer rate:

kvv0 ¼ avv0
Evv0

eEvv0=kbT � 1
ðA14Þ

The condition (A13) establishes the upper temperature limit of the

validity of the expression (A14).w For example, in the case of gold

EF E 5.5 eV and the inequality (A13) holds up to B6 � 104 K.
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