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Abstract

In meta-analyses including only few studies, the estimation of the between-study het-

erogeneity is challenging. Furthermore, the assessment of publication bias is difficult as

standard methods such as visual inspection or formal hypothesis tests in funnel plots

do not provide adequate guidance. Previously, Henmi and Copas (Statistics in Medicine

2010, 29: 2969–2983) proposed a confidence interval for the overall effect in random-

effects meta-analysis that is robust to publication bias to some extent. As is evident from

their simulations, the confidence intervals have improved coverage compared with stan-

dard methods. To our knowledge, the properties of their method have never been

assessed for meta-analyses including fewer than five studies. In this manuscript, we pro-

pose a variation of the method by Henmi and Copas employing an improved estimator

of the between-study heterogeneity, in particular when dealing with few studies only.

In a simulation study, the proposed method is compared to several competitors. Overall,

we found that our method outperforms the others in terms of coverage probabilities.
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1 | INTRODUCTION

Recently, the topic of meta-analysis of few studies, say 2–5,
got more attention, since this case is very common in prac-
tice.1 With few studies, however, confidence intervals of the
overall effect based on normal quantiles tend to be too short
as they ignore the uncertainty in estimating the between-
trial heterogeneity. As remedies, methods based on t-
quantiles have been proposed.2-5 With few studies only,
however, they are often conservative and so long that they
are uninformative.6 Between-trial heterogeneity estimates
often result in zero,7 with the notable exception of the
method proposed by Chung et al.8 Chung et al. suggested
the so-called Bayes modal (BM) estimator, which uses in a
Bayesian framework a weakly informative prior for the

between-trial heterogeneity to avoid zero estimates of the
heterogeneity. Furthermore, a fully Bayesian approach has
some advantages in this situation.7,9

A number of methods have been proposed to deal
with publication bias in meta-analyses including visual
inspection of funnel plots as well as formal tests.10 For
funnel plots, trim-and-fill methods have been proposed
to correct the overall effect for potential publication
bias.11 Following an alternative approach, several sensi-
tivity analysis methods have been suggested based on
selection functions describing the selective publication
process.12-14 In contrast, Henmi and Copas15 proposed a
method for random-effects meta-analysis that is robust
to the selection of studies. The problem with these
methods is that they become more powerful with larger
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number of studies, but are less sensitive with few
studies only.

In this paper, we propose a modification of the
Henmi-Copas method by replacing the estimator of the
between-study heterogeneity in the computation of
the quantiles by the one developed by Chung et al.8

The properties of the new approach are assessed and
compared to alternative methods including the Henmi-
Copas approach and a proposal by Doi et al.16 in
Monte Carlo simulation studies. Our method is not
conditional on having detected publication bias, for
example, in a funnel plot, since this would be very dif-
ficult with only few studies included in the meta-anal-
ysis. But it is robust to the selection of studies even
with few studies.

2 | METHODS

In the following, we provide a summary of the main
ideas; a more detailed description of the methods can
be found in Data S1. Adopting the notation by Henmi
and Copas,15 the true effect of an individual study i
out of n independent studies is denoted by θi. Here,
we consider the normal-normal hierarchical model
(NNHM), the standard model for random-effects meta-
analysis. In the NNHM, it is assumed that the θi are
from a normal distribution with expectation θ and var-
iance τ2. Furthermore, the effect estimators Yi follow
(at least approximately) a normal distribution with
expectation θi and variance σ2i . A standard method to
construct an estimator and a (1 − α) confidence inter-
val for θ was proposed by DerSimonian and
Laird17 (DL).

Henmi and Copas15 tackled the two problems that
(a) the distribution of the pivot statistic is quite different
from the standard normal distribution when the number
of studies n is small, and (b) the estimators of θ are biased
due to selective publication of smaller studies with less
favorable results (publication bias). With respect to the
latter they note that the common (or fixed) effect estima-
tor θ̂F is more robust to publication bias than the
random-effects estimator θ̂R simply because smaller stud-
ies, which are less likely to be published when their out-
come is not favorable, have a smaller weight in the
construction of θ̂F than in θ̂R . To address the problem of
the normal approximation they derive the distribution of
the pivot statistic based on the fixed effect estimator
under the random-effects model. The point in the deriva-
tion of the distribution of the pivot statistic by Henmi
and Copas15 is to take into account the random variation
of τ̂2DL in addition to θ̂F . The (1− α) confidence interval
for θ is given by

θ̂F−u DLð Þ
α=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V τ̂2DL
� �q

, θ̂F + u DLð Þ
α=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V τ̂2DL
� �q� �

: ð1Þ

For definitions of the γ quantile u DLð Þ
γ and the variance

V τ̂2DL
� �

, which both depend on the DL estimator τ̂2DL of
τ2, see Data S1.

The use of weakly informative priors for the between-
study heterogeneity to avoid zero estimates has been
advocated for some time, whereas an uninformative, for
example, improper uniform, prior is used for the effect
θ.
18,19 Here, we follow Chung et al.,8 who proposed to use

a gamma distribution with shape η and rate λ as a prior
for τ. This choice means that the logarithm of the poste-
rior of θ and τ is equal to the log likelihood plus a term
depending only on τ but not θ. Rather than using the
mean or median of the posterior, Chung et al.8 consid-
ered the mode, which can be computed by numerical
optimization. This estimator of τ is referred to as the
Bayes Modal (BM) estimator τ̂BM . The BM estimator τ̂BM
can be interpreted as a penalized maximum likelihood
(ML) estimator.8

Here, we propose to use the DL estimator τ̂2DL in the
construction of the pivot statistic in the same way as
Henmi and Copas,15 but we use the BM estimator τ̂2BM in
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• A confidence interval for the overall effect has
been proposed that is to some extent robust to
the selection of studies
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the approximate calculation for the quantile of the pivot
statistic instead of τ̂2DL . In the following, we refer to this
approach as HC-BM. The choice of the BM estimator is
motivated by its performance in comparison to other esti-
mators in recent simulation studies (see, eg, Figures 2
and 3 in Reference 7). The resulting γ quantile is denoted
by u BMð Þ

γ . The (1− α) confidence interval for θ is then
given by

θ̂F−u BMð Þ
α=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V τ̂2DL
� �q

, θ̂F + u BMð Þ
α=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V τ̂2DL
� �q� �

: ð2Þ

3 | SIMULATION STUDY

As comparators for the proposed approach (HC-BM) the
methods by Henmi and Copas15 (HC), Chung et al.8 (BM),
Doi et al.,16 (IVH) and DerSimonian and Laird17 (DL) were
included. The first one is known to be robust to publication
bias to some extent, but its performance in meta-analyses
with few studies only is unknown. The approach by Chung
et al.8 was developed for the scenario of few studies but
might not be robust to publication bias. Doi et al.16 pro-
posed the inverse variance heterogeneity model. As with
the HC approach, the interval is centered around an estima-
tor assuming the common-effect model. Therefore, it might
have attractive properties in settings with publication bias.
In contrast to the HC approach, however, it is based on nor-
mal approximation. This approach was not included in
recent method comparison studies.20 The DL approach was
included as it is often considered to be the standard
approach. The simulation model by Brockwell and
Gordon21 formed the basis for our simulation study. To
account for publication bias, we used the same selection
function (probability that a study with an outcome y and
associated standard error σ is selected in the meta-analysis)

P selectedjy,σð Þ=exp −β Φ −
y
σ

� �n oγh i
ð3Þ

as in Reference 15 with the same sets of the parameters β
and γ for moderate and severe publication bias. Here, Φ
is the cumulative distribution function of the standard
normal distribution. Table 1 summarizes the simulation
scenarios considered (N = 2,000 simulation replications
per scenario).

Figure 1 presents the simulated coverage probabilities
for the different confidence intervals in the various sce-
narios with θ = 0.5. In all scenarios considered, the pro-
posed method performs at least as well as the HC method
in terms of the coverage probability. With larger number
of studies, say n ≥ 9, and more pronounced between-trial

heterogeneity, say τ2 ≥ 0.15, the performance of both
approaches is fairly similar. With smaller numbers of
studies or only low levels of heterogeneity, however,
there is a clear advantage for the new proposal as it
improves the coverage probability considerably. In sce-
narios with few studies, n = 3 or n = 6, and only low
levels of between-trial heterogeneity, τ2 = 0.05, the cover-
age probabilities of the BM approach are slightly higher
than those of the proposed method. In the scenarios with
publication bias, however, the coverage probabilities of
the BM approach rapidly decrease well below the nomi-
nal level of 0.95 with increasing numbers of studies
included in the meta-analysis and increasing levels of
between-trial heterogeneity. Without publication bias,
the coverage of the IVH interval is similar to the coverage
of the DL interval, that is, poor for small numbers of
studies n and closer to the nominal level for larger n. In
the settings with publication bias, the coverage probabili-
ties of the IVH intervals are generally larger than those of
the DL approach, in particular with more pronounced
heterogeneity τ2 and larger numbers of studies n. How-
ever, the coverage probabilities are below those achieved
by the HC and HC-BM approaches. Overall, the coverage
probabilities of the proposed approach are closest to the
nominal level, whereas the coverages for the DL
approach are well below the nominal level for several
scenarios characterized by publication bias and small
numbers of studies included in the meta-analysis. The
coverage probabilities for θ = 0.3 are included in Data S1.
The trends are overall very similar to those observed for
the scenarios with θ = 0.5. In scenarios with selection
bias, however, the coverage probabilities tend to be lower
with θ = 0.3 than with θ = 0.5 as the selection bias
becomes more severe.

In scenarios, where different methods resulted in sim-
ilar coverage probabilities close to the nominal level, it is
of interest to compare the length of the intervals. In

TABLE 1 Summary of the scenarios considered in the

simulation study

Parameter Values

Treatment effect θ 0.3,0.5

Between-trial heterogeneity τ2 0.05,0.15,0.25

Number of trials included in the
meta-analysis n

3,6,9,12,15

Selection model

No publication bias

Moderate publication bias β = 4, γ = 3

Severe publication bias β = 4, γ = 1.5

Note: The results for θ = 0.3 are reported in Data S1.
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Data S1, the median interval lengths of the different con-
fidence intervals are given.

4 | DISCUSSION

Meta-analyses of only a few studies are very common,
but pose a number of challenges. These include the
estimation of between-trial heterogeneity as well as the
assessment of publication bias. Here, we proposed a
method that faces both challenges successfully. The

confidence interval of the overall effect proposed by
Henmi and Copas15 was improved by replacing the
DerSimonian-Laird estimator by the Bayes Modal esti-
mator of Chung et al.8 in the computation of the qua-
ntiles to construct the confidence interval. The use of
a weakly informative prior biases the Bayes Modal
estimator away from zero. This resulted in larger qua-
ntiles, in particular in situations with few studies and
only small to moderate levels of between-trial hetero-
geneity, which improved the coverage of the confi-
dence intervals.

FIGURE 1 Coverage probabilities of the various confidence intervals (circle: HC, cross: DL, dot: HC-BM, plus: BM, triangle: IVH)

depending on the number of studies n included in the meta-analysis for no, moderate and severe publication bias and for different degrees of

between-trial heterogeneity τ2 = 0.05,0.15,0.25. The overall effect is θ = 0.5
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There are a number of limitations. We focused on
properties related to estimating the overall effect and did
not consider other parameters such as the heterogeneity
τ2.

22 Based on a previous evaluation,7 which did not con-
sider publication bias, we picked the heterogeneity esti-
mator by Chung et al, although a variety of estimators
have been proposed.23 We consider this more an example
demonstrating how the approach by Henmi and Copas can be
improved. However, other estimators might lead to similar
improvements. Furthermore, we refrained from investigating
other selection functions.15 Also, we did not include other
comparators such as the Knapp-Hartung-Sidik-Jonkman
approach3-5 and did not evaluate the proposed estimator in
the setting of a fixed-effect (or common-effect) meta-analysis.

The normal-normal hierarchical model considered
here is a standard model for random-effects meta-ana-
lyses. This model is very general but not without limi-
tations, since effect estimates are modeled and not the
data directly implying a two-step procedure. For
instance, considering binary outcomes and treatment
effects summarized by odds ratios Jackson et al.24 dis-
cuss more efficient one-step procedures. Modeling the
data directly can have particular benefits when dealing
with rare events.25-27
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